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Introduction
In RAN1#110, there were some conclusions and working assumptions on the general aspects of AI/ML framework[1], including a working list of terminologies and definition on the components in Life Cycle Management as copied below. 
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
0. Intermediate KPIs
0. Link and system level performance 
0. Generalization performance
1. Over-the-air Overhead
0. Overhead of assistance information
0. Overhead of data collection
0. Overhead of model delivery/transfer
0. Overhead of other AI/ML-related signaling
1. Inference complexity
0. Computational complexity of model inference: FLOPs
0. Computational complexity for pre- and post-processing
0. Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
1. Training complexity
1. LCM related complexity and storage overhead
2. FFS: specific aspects
1. FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIsNote: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.



There were also many discussions on the other remaining issues as summarized in Moderator’s summary document [2]. Thus, in this contribution, we share our views on the remaining issues on general aspects of AI/ML framework, including further clarifications on the terminologies, common performance evaluations metrics, the general framework for complete life cycle of the AI/ML application in NR air-interface enhancement, and refinement on the network-UE collaboration levels of AI/ML approaches.

Discussion
Common notation and terminologies
In RAN1#110 meeting, a number of terminologies were agreed as the working assumption to align the understanding on the AI/ML relevant operations in the study. To facilitate the discussion in this SI, we suggest considering the following terminologies. 
· Model registration
To facilitate the AI/ML model management, especially to effectively manage the UE-side model, it is necessary to consider registering and identifying the model into the network. For example, when registering a model, an identifier with some properties, e.g., version number, functionality, can be available to perform LCM, and the detailed operations, methods and specification impacts can be further discussed in LCM.
· Model update
To improve the model inference performance, especially the generalization performance, it is necessary to consider updating the deployed AI/ML model when the operational environment and scenarios change, and not only depend on switching to another model or fallback. In this process, the properties, e.g., weights, structures, of a deployed model can be updated, and the detailed operations, methods and specification impacts can be further discussed in LCM.
· Model transfer
In RAN1#109e meeting, the term of “AI/ML model transfer” is described as “Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.” It was also agreed in RAN1#110 meeting that “AI/ML model delivery” is described as “A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.” Thus, in this case, it is better to clarify whether 3GPP standardized mechanism is used to transfer the model over the air interface, where the 3GPP standardized mechanism needs to be further clarified.
Thus, the descriptions on the above terminologies are proposed as below.
	Terminology
	Description

	Model registration
	A process to register an AI/ML model into the network with some identifier and disclosed properties, for which the network can have sufficient information to perform LCM.

	Model update
	A process of updating the properties, e.g., weights, activation functions and/or model structure, of a deployed AI/ML model to improve the model inference performance.

	3GPP-based AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: The 3GPP standardized mechanism needs to be further clarified.  


[bookmark: _Hlk115337666]Consider defining the following terminologies, Model registration and Model update, and 3GPP-based AI/ML model transfer, into the working list of terminologies.
Common evaluation methodology and KPI
In RAN#110, there were some discussions and agreements on selecting appropriate metrics for evaluating the performance of different AI/ML models[1][2]. 
As we know, one important difference between conventional and AI/ML approaches is that AI/ML schemes needs training/update of the model which itself may need collection of some training samples, no matter on-line or off-line data. 
Some tasks such as collection of the training data, transferring of the samples to a node which does the training, and training/updating of the model itself, may induce some delay in the network. Such effects were not that significant in conventional approaches as they are usually math-based (not data driven) schemes. So, evaluating different approaches, it is essential to have a KPI on the latency of the proposed approach.
Example: Assume that we have a two-sided model running on the UE and gNB. When we find out that the model is not performing well and needs to be updated, consider two cases:
· Case1: Model training/updating happens at the UE side
· Case2: Model training/updating happens at a node in cloud 
The following Table 1 are the list of possible sources that may contribute to the latency.
[bookmark: _Ref115336473]Table 1 Possible sources that may contribute to the latency
	
	Case 1 (UE side)
	Case 2 (Node in cloud)

	Time needed to collect new samples
	
	

	Time needed to transfer samples to the training node
	0
(i.e., data is collected at the UE who does the training)
	

	Time to update the model
	
	

	Transfer the model to the gNB
	
(i.e., transfer of the gNB part over the air interface from the UE to the gNB)
	≈ 0
(i.e., transfer from a cloud node to gNB should be fast)

	Transfer the mode to the UE
	0
(i.e., UE has the UE-part of the model itself)
	
(i.e., transfer of the UE part over the air interface from the cloud node to the UE)

	Total
	
	


Note 1: In this table,  is usually larger than , as the cloud node usually has access to more computational effective hardware.
Note 2:   and  are different usually as they depend on the size of the UE and gNB model components and also the available uplink and downlink scheduling resources. 
To evaluate if a scheme is applicable in practical scenarios, there should be thorough analysis of its associated delays and then compare them with the latency requirement  of the system and latency for baseline Rel-17 schemes.  
There are different sources of latency in implementing and application of a AI/ML model. As some examples, we can list the following:
1. Latency
0. Latency of data collection for the training phase (if applicable, e.g., not applicable for offline training)
0. Latency of data collection for the updating phase (if applicable)
0. Latency of model training (if applicable, e.g. it is not applicable for offline training)
0. Latency of model update (if applicable)
0. Latency of model transfer (if applicable)

Note 1: Similar to the previous example, some items may be no applicable in some cases. 
Therefore, on the common evaluation methodology and KPI, we have the following proposals:
To evaluate if a scheme is applicable in practical scenarios, there should be thorough analysis of its associated delays and then compare them with the latency requirement of the system and latency for baseline Rel-17 schemes.  
Consider the latency as one of the KPIs/Metrics (if applicable) for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases. Some possible sources of latency are:
· Latency of data collection for the training phase (if applicable, e.g., not applicable for offline training)
· Latency of data collection for the updating phase (if applicable)
· Latency of model training (if applicable, e.g., it is not applicable for offline training)
· Latency of model update (if applicable)
· Latency of model transfer (if applicable)
General AI/ML functional frameworks
According to the FL’s summary, many companies agreed to capture the LCM into the functional framework as the study proceeds further. We think in this stage it could make sense to discuss and define some high-level functions in a general framework, which is not included and discussed in the RAN3 functional framework, and it can be gradually completed as the study proceeding. 
The high-level definition on a functional framework for the AI/ML-related operations over air interface can facilitate the indications on the interaction between network and UE, different stages of AI/ML related algorithms and the potential impacts on the air-interface related specifications. Therefore, we suggest having a high-level framework for this study as shown in Figure 1, updated from [3] with agreed terminologies in RAN1#110 and proposed terminologies in this contribution, mainly including three high-level AI/ML functions, Data Collection, AI/ML Model Management and AI/ML Model Inference Operation with the interactions with NR air interface via data pre-/post-processing
[image: ]
[bookmark: _Ref110588523]Figure 1 A high-level functional framework for the study on AI/ML for NR air interface
Note that the function of ‘AI/ML Model Management’ would include all sub-functions to manage the AI/ML models, including model delivery, model activation/deactivation, model monitoring and model updating as discussed for LCM. The function of ‘AI/ML Model Inference’ is just to perform the inference operations with the activated model for a specific function. The functional framework proposed can be referred as the basis for further discussion on the AI/ML approaches.
[bookmark: _Hlk115337855]Consider a high-level functional framework, including three main AI/ML functions, data collection, model management and model inference, for further refinement.
For different potential AI/ML approaches, either one-sided or two-sided models, with different Network-UE collaboration (sub-)levels (to be discussed later), the proposed high-level framework can be used as the basic for the discussion on the specification impacts, considering where each function resides, either in UE or Network or both sides, as illustrated in Section 2.3.1.
[bookmark: OLE_LINK1]Using the high-level functional framework in Figure 1 as the basic to discuss the specification impacts, considering where each function resides, either in UE or Network, or both sides.
[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]Network-UE collaboration levels
As discussed in previous meetings, the sub-levels of collaboration need be further discussed after sufficient progress in LCM is made, and clarification is also needed for Level y-z boundary (i.e., what constitutes model transfer). In this section, we share our views on the two issues above.
Level y/z boundary
It was discussed and agreed in RAN1#109e that the model transfer would be much more challenging for the air interface to support. However, the description of the model transfer is very general without details on how much effort on the air interface specifications is needed. According to the discussions and proposals from component companies [2], the boundary, i.e., model transfer, may include:
•	Model delivery as a run-time binary image vs. in a standardized model description format.
•	Model delivery from a proprietary server or from a network entity.
•	RRC signaling, NAS, user plane, OAM, OTT, etc. …
•	3gpp-based vs. non-3gpp based mechanism
We understand that the options summarized by FL above mean transferring content (either binary image or new format), transferring source side (either a proprietary or network entity) and transferring mechanism (either 3GPP-based or non-3GPP-based), respectively, which reflect different aspects to transfer an AI/ML model and different potential impacts on the air interface. Thus, as a first step, it is necessary to have a common and clear understanding of the above model delivery issues to evaluate the potential specification impact.
To have a common understanding on the model delivery issues, e.g., content, source and mechanism, and evaluate the potential specification impact when deciding the boundary of Level y and z.
For the content issue, the run-time binary image can be used to transfer a proprietary AI/ML model without disclosing the properties, but it may need more information on the hardware at the other side for compiling. If a new standardized model description format is defined for an AI/ML model, not only the flexible candidate format and platform, but also the size of the model would be challenging for the air interface.
For the source issue, the model can be transferred from a proprietary server according to the configuration or implementation, and some properties can be disclosed to the network for potential LCM when doing model registration. If the model is transferred from a network entity, the transmission scheme should be well designed via e.g., RRC signaling, NAS, user plane or others, with great efforts on NG-RAN, too.
For the mechanism issue, the model can be transferred via 3GPP network or not, similar with the source issue. If the 3GPP-based mechanism is used, the transmission scheme to deliver an AI/ML model should be designed to satisfy the requirements from both NG-RAN and air-interface. Otherwise, there is also some performance requirements on the model delivery for the non-3GPP-based mechanism.
In summary, we think the boundary between Level y and z should be motivational enough to clearly define the Network-UE collaboration levels and the potential impacts for the air interface specifications. In this sense, we think whether 3GPP-based mechanism or not makes more sense in this study, but more details on the ‘mechanism’ need for further study and definition.
Whether 3GPP-based mechanism or not is used to transfer the model can be selected as the boundary of Level y and z, and the mechanism needs for further study.
Sub-levels of collaboration
Once we can identify the biggest challenge to support AI/ML, i.e., model transfer, as the boundary of Level y and z, it could make sense to identify the other similar operations and impacts on specifications in either level. If some AI/ML operations are common across the representative use-cases, they can be considered as a kind of ‘collaboration level’ and applied to other AI/ML-based use cases in future releases, which may be updated as the study proceeds, especially the ‘specification impact’ assessment in agenda 9.2.x.2. 
To facilitate the discussion on the potential specification impacts, the sub-levels in collaboration Level y/z could be further considered.
We’d like to propose some sub-levels for discussion according to which kind of signaling needs to be collaborated for which kind of AI/ML operations. In this sense, we propose to identify the sub-levels according to the different main AI/ML relevant functions, i.e., data collection, model management and model inference operation in the proposed general functional framework in Figure 1, since different functions in general always have different requirements on the collaboration signaling and the potential standardization impacts.
· Level x: No collaboration
In this category, either network or UE does not need to interact any AI/ML related signaling with the other side, and the AI/ML approach is completely based on implementation as illustrated in Figure 2, where the deployment of the AI/ML model on Side A is transparent for Side B, and no change is needed on the existing air-interface signals.
[image: ]
[bookmark: _Ref110584348]Figure 2 Illustration of Level x, no AI/ML related signaling-based collaboration
The AI/ML approach of this category can be selected as baseline for the performance evaluation on the selected use cases if applicable, such as the one-sided model without additional auxiliary information, which only utilizes the data/signaling from the existing air interface for inference.
· Level y: Signaling-based collaboration without model transfer
Without model transfer, the AI/ML model would be generated and acquired via e.g., local training or download from proprietary server. Once the model is well trained, it will be registered, (de-)activated, monitored, and updated by the model management. Furthermore, for some AI/ML approaches, e.g., autoencoder, the inference output of the encoder is the input of the decoder at the other side, they can also be classified as the two-sided model to support the signaling/data interaction for the model inference operation. 
Therefore, we propose to have three sub-levels in Level y, i.e., collaboration for data collection only, collaboration for model management and collaboration for both model management and inference.
· Level y0: Signaling-based collaboration for data collection without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the data collection function related operations, especially the collection from the other side, as illustrated in Figure 3.

[image: ]
[bookmark: _Ref110584339]Figure 3 Illustration of Level y0, signal-based collaboration for data collection
The AI/ML approaches with Level y0 can be the one-sided model with additional auxiliary information, which may need more data and/or signaling for data collection from the other side via air interface, especially for model training and/or inference. 
Considering the agreed sub-use cases under discussion[1], the AI/ML approaches with this collaboration level are illustrated below:
· CSI feedback enhancement (from AI 9.2.2.2)
For the sub-use case of ‘CSI prediction using one-sided model’, it is expected to predict the CSI via an AI/ML model at gNB. In this case, some side information from UE, such as trajectory and speed, could be helpful for the AI/ML approach at gNB.
· Beam management (from AI 9.2.3.2)
For the possible sub-use case of ‘BM-Case2’, it is expected to do temporal downlink beam prediction at one side, either gNB or UE. The assistance information, such as Tx/Rx beam shape information and UE position/direction/orientation information, would benefit the AI/ML approach.

· Level y1: Signaling-based collaboration for model management without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model management function to manage the AI/ML models, especially for the one-sided model as illustrated in Figure 4.

[image: ]
[bookmark: _Ref110585357]Figure 4 Illustration of Level y1, signal-based collaboration for model management 
without model transfer
The AI/ML approaches with Level y1 can be the one-sided model under management, which may need some signaling over the air interface to support the sub functions of model management function in Figure 1, e.g., activation/deactivation and monitoring. With the signals on this collaboration level, the model generalization issues can be handled with monitoring and updating for the AI/ML approaches under management. 

· Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance and/or design the signals to facilitate both the model management and inference functions, especially the two-sided models as illustrated in Figure 5, where the signals would be further enhanced to support the inference.

[image: ]
[bookmark: _Ref110585378]Figure 5 Illustration of Level y2, signal-based collaboration for both model management and inference without model transfer
The AI/ML approaches of this category can be the two-sided model with data interaction for inference, which may need some signaling/data interaction over the air interface to support the inference operations, such as the autoencoder. Considering the use cases under discussion[1], the AI/ML approaches with this collaboration level are illustrated below:
· CSI feedback enhancement (from AI 9.2.2.2)
For the sub-use case of ‘Spatial-frequency domain CSI compression using two-sided AI model’, it is expected to compress and recover the CSI via an autoencoder-based AI/ML model. In this case, the compressed CSI from the encoder could be defined and supported over the current air interface.
In general, the specification impacts would be different for the Level y0, y1 and y2 on different aspects and requirements for the AI/ML approaches.
· Level z: Signaling-based collaboration with model transfer
With model transfer, the AI/ML model can be acquired on one side via transferring from the other side. So, the model management should manage AI/ML model transfer, and also the autoencoder with inference support. 
Thus, similarly, we propose to have two sub-levels in Level z, collaboration for model management only and collaboration for both model management and inference.
· Level z1: Signaling-based collaboration for model management with model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model management to manage the AI/ML models, especially the one-sided model, as illustrated in Figure 6. 
[image: ]
[bookmark: _Ref115181655]Figure 6 Illustration of Level z1, signal-based collaboration for model management 
with model transfer
The AI/ML approach of this category can be the one-sided model under management, which may need some signaling to support the sub functions in Figure 1, e.g., activation/deactivation and monitoring. Different with Level y1, the signaling should support the model transfer, which needs for further study on how to transfer an AI/ML model over the air interface. 
· Level z2: Signaling-based collaboration for both model management and inference operation with model transfer
For the AI/ML approaches with this collaboration level, it is necessary for the specifications to enhance or design the signals to facilitate the model management and inference as illustrated in Figure 7, where the signals would be further enhanced to support the inference. 
[image: ]
[bookmark: _Ref115335446]Figure 7 Illustration of Level z2, signal-based collaboration for both model management and inference operations with model transfer
The AI/ML approach of this category can be the two-sided model with data interaction for inference, which may need some signaling/data interaction to support the inference, especially the autoencoder. Different with Level y2, the signaling should support the model transfer, which needs for further study on how to transfer an AI/ML model over the air interface.
In general, the specification impacts would be different for the Level z1 and z2 on different aspects and requirements for the AI/ML approaches, and also different with Level y1 and y2 to support model transfer as the sub function in model management .
The signaling-based collaboration levels between network and UE with further sub-levels are proposed and summarized in Table 2 as below.
[bookmark: _Ref110592601]Table 2 Summary of the proposed Network-UE collaboration sub-levels
	Level
	Sub-level
	Data collection
	Signal collaboration for model management
	Signal collaboration for model inference

	
	
	
	Model delivery
	Model monitoring/(de)-activation/updating
	

	Level x
	-
	-
	-
	-

	Level y
	Level y0
	●
	Non-3GPP-based
	-
	-

	
	Level y1
	○
	Non-3GPP-based
	●
	-

	
	Level y2
	○
	Non-3GPP-based
	●
	●

	Level z
	Level z1
	○
	3GPP-based
	●
	-

	
	Level z2
	○
	3GPP-based
	●
	●


-: Not supported; ●: Supported; ○: Optionally supported
[bookmark: _Toc100594399][bookmark: _Toc100594525][bookmark: _Toc100594713][bookmark: _Ref101190471]Further identify the sub-levels of network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
- Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
- Level z1: Signaling-based collaboration for model management with model transfer
- Level z2: Signaling-based collaboration for both model management and inference operation with model transfer

Conclusion
In this contribution, we share our views on the remaining issues on general aspects of AI/ML framework  and have the following proposals:
1. Consider defining the following terminologies, model registration and model update, and 3GPP-based AI/ML model transfer, into the working list of terminologies.
1. To evaluate if a scheme is applicable in practical scenarios, there should be thorough analysis of its associated delays and then compare with the latency requirement of the system and latency for baseline Rel-17 schemes.
1. Consider the latency as one of the KPIs/Metrics (if applicable) for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases. Some possible sources of latency are:
•	Latency of data collection for the training phase (if applicable, e.g., not applicable for offline training)
•	Latency of data collection for the updating phase (if applicable)
•	Latency of model training (if applicable, e.g. it is not applicable for offline training)
•	Latency of model update (if applicable)
•	Latency of model transfer (if applicable)
1. Consider defining the following terminologies, model registration and model update, into the working list of terminologies.
1. Using the high-level functional framework in Figure 1 as the basic to discuss the specification impacts, considering where each function resides, either in UE or Network, or both sides.
1. To have a common understanding on the model delivery issues, e.g., content, source and mechanism, and evaluate the potential specification impact when deciding the boundary of Level y and z.
1. Whether 3GPP-based mechanism or not is used to transfer the model can be selected as the boundary of Level y and z, and the mechanism needs for further study.
1. To facilitate the discussion on the potential specification impacts, the sub-levels in collaboration Level y/z could be further considered.
1. Further identify the sub-levels of network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
- Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
- Level z1: Signaling-based collaboration for model management with model transfer
- Level z2: Signaling-based collaboration for both model management and inference operation with model transfer.
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