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Introduction
In RAN1#109e and RAN1#110, general aspects including terminologies, collaboration level, life cycle management (LCM), KPIs for evaluations were discussed. Several high-level agreements were achieved, including working assumptions on terminologies, network-UE collaboration levels, major aspects of LCM and common KPI for evaluating AI/ML benefits [1][2]. 

In this contribution, we mainly present our views on LCM including model registration, model ID design and model monitoring. Besides, we share our considerations on model generalization evaluation.

Life cycle management
In the previous meeting, the major aspects of LCM were agreed as follows.

	[bookmark: _Hlk115179232]Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




Considering the significant differences between the one-sided model and the two-sided model, we think it would be better to study the procedures of the aspects listed above in LCM based on the one-sided model and the two-sided model separately.  

[bookmark: _Hlk115375540]Proposal 1: LCM for the one-sided model and LCM for the two-sided model can be studied separately.

Model registration
We think it is difficult to give a definition to the terminology of the model registration without full discussions and clarifications on its procedure among companies. In the life cycle management of a model, the model registration can be taken as the first step, in which a model will be assigned with an ID by its manager, say a network entity. A model may own another type of ID such as the ID from its model’s propriety owner. But in the study of LCM of this SI, we think the focus is on the model ID issued by the 3GPP network. 

For the one-sided model, the network-side model’s registration is out of the scope of the air interface. So, we only discuss the model registration of a UE-sided model. Regarding the UE-side model, if it has no model-specific interaction with the network side, e.g. a level-x model, it is not necessary to do the model registration. In a model-awareness collaboration level, the model registration is a model-specific interaction between the network and the UE, and is more like the first interaction before other interactions.

[bookmark: _Hlk115201779]Observation 1: At least one target of the model registration for a UE-side model is to obtain an ID from a network entity. 
Observation 2: The model registration is one of the model-specific interactions between UE and network.

For the two-sided model, the model part at the UE side should work with its paired model part at the network side jointly. The model-ID-based pairing seems to be the most efficient way. There is a possibility that the model part at the UE side is transferred from the network side. During the model transfer, it is a straightforward assumption that the model ID is delivered to the UE side together with the content/parameters of the model part. In other assumptions, the model part at the UE-sided is developed and deployed by the UE-sided vendors through offline engineering. Before jointly working with the paired part at the network side, the model registration is a necessary step to obtain the model ID from the network. If its paired model part is stored at the network side, the same ID will be bound to the paired model. With the ID-based pairing, the network side can check the availability of operating a two-sided model cross the air. 

[bookmark: _Hlk115201766]Observation 3: At least one target of the model registration is to enable model pairing for a two-sided model. 

On the other hand, considering the model’s proprietary, it would be better to allow the network to have its collaboration level related information including the model or the model part at UE-side during the model registration procedure. The purpose to have the collaboration level related information is to clarify to which extend the model’s operation related inference stage and operation related training stage in LCM can be dominated by the network side. Since the discussion on the collaboration levels is still ongoing. The details of the collaboration level related information can be studied later based on the discussion results. 


	Agreement 
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



Even referring to the current agreement, for different collaboration levels, we think the ways to deliver the model ID or the content of the model ID may be different. For example, for a Level z model, the model ID can be delivered together with the model content/parameters from the network to the UE. While for a Level y model, the model ID can be assigned to the UE. Besides, collaboration level information can be added into the model ID. With it, the network can easily identify its management power and the interaction level with the model at the UE side.
[bookmark: _Hlk115201752]
[bookmark: _Hlk115375586]Proposal 2: Collaboration level related information exchange between the UE and the network is suggested to be included in the model registration procedure.  

Proposal 3: For the model registration, the following three aspects are suggested to be studied:
· the procedure to issue an ID from a network to a UE side mode
· the procedure to issue an ID from a network to a model part @ UE of a two-sided model
· the procedure of collaboration level related information exchange

Model ID
The model ID is the key factor in a model registration procedure according to the discussions in section 2.1. Upon having collaboration level related information, the model ID may be bound to other procedures in a life cycle of a model, even the whole model’s LCM. Considering the importance of the model ID in LCM, the design of the model ID can be discussed independently. 

[bookmark: _Hlk115375613]Proposal 4: For the model registration and other LCM procedures, the design of the model ID should be studied.

The considerations on the design of the model ID are highly related to the usage of the ID in a procedure. For the model registration, the model ID may include its collaboration level information. For the model switch, the model ID would be used to differentiate the model in use and the model to be used. For the model update, the ID is mainly for marking the version number of the model. For the model training, the ID can be used for its data collection. 
Therefore, it should be clarified whether to have a unified model ID for all the LCM procedures linked with the model ID.

[bookmark: _Hlk115375620]Proposal 5: It should be clarified whether to have a unified model ID for all the LCM procedures linked with the model ID.

Besides, several independent factors may need to be considered as well:
· To easily capture basic information about a model, the model’s feature related information may need to be reflected in its model ID, for example, the model function, the model type, the model size etc. 
· A hieratical naming way for a model family and its member models
· A unified model ID in a network or a temporal/localized model ID 
· A model ID for a per UE model and a model ID for a per cell model

[bookmark: _Hlk115375648]Proposal 6: In the study of the model ID design, it is suggested to clarify which one or more of the following aspects should be taken into account:
· Model version number
· Model family and its member models
· Per UE and per cell
· Model function
· Model collaboration level related information
· Unified model ID for all the procedures
· Other aspects if any

Model monitoring
In the previous meeting, the model monitoring has been discussed in either the sub-agenda of the framework or the sub-agenda of the use case. To have an efficient discussion in this SI, the common aspects and/or the high-level guidance on the model monitoring are expected to be concluded in 9.2.1. 

The main purpose of the model monitoring is to decide the follow-up actions upon obtaining the monitoring results. Two key elements to the decision are: 
· A probe being able to observe the performance of a model accurately and timely:
· Follow-up mechanisms upon obtaining the monitoring results.

Regarding the probe, it is desired to have a direct probe at the model output and measure its deviation to the (near) ground truth label if available. Otherwise, an indirect probe has to be used in the monitoring if either direct probe or its corresponding label is unavailable. Consequently, the decision mechanism upon monitoring results based on a direct probe and an indirect probe would be different.

When the performance of a model in use is not good enough, one option is to fall back to a legacy method or a non-AI method. One challenge here would be how to decide whether the fallback method is better than the AI-based method. Besides, how to switch back or re-start to the AI-based method is another challenge. In other words, the model monitoring mechanism in the fallback mode should be studied.  

Another option would be switching to another model. A similar challenge is how to judge whether the performance of the to-be-used model is better than the one in use. The model selection mechanism including monitoring a standby model should be studied.

[bookmark: _Hlk115375696]Proposal 7: Regarding the common aspects of the model monitoring, it is suggested to study the follow-up mechanisms upon having monitoring results. At least the following aspects should be considered:
· Inter-mode and intra-mode switch for model switch, model fallback and model re-start, model finetuning and model update
· Direct-probe-based mechanism and indirect-probe-based mechanism 
· Monitoring mechanism for a standby model.

Model generalization evaluation
In the previous meeting, FL makes a summary on model generalization evaluations [3]. 

	Proposal 2-16b: 
Below is an updated proposal based on comments received in Proposal 2-16a.

Define the following generalization categories to facilitate the SI progress:
Type 1: Heterogeneous inter-site: performance of AI/ML model over various deployment types (i.e., Dense Urban, UMi, InF, etc.)
Type 2: Homogeneous inter-site: performance of AI/ML model over various sites of the same deployment type  (i.e., multiple drops from InF-DH)
Type 3: Intra-site: performance of AI/ML model on variations within the same site (e.g., different UE locations, speeds, and trajectories within the drop, changes in moving objects in the environment) 
Type 4: Cross-configuration:  performance of AI/ML models across various configurations (e.g., various beam configurations, various BWs, etc.)

Note: Generalization tests may be performed, for example, by training over a mixed dataset consisting of variations {A,B,C,D} and testing over one or more subsets of {A}, {B}, or other subset(s) or {A,B,C,D}.

Note: For certain generalization tests, it may be desirable to test the AI/ML model to unseen variation(s) from that/those of the training dataset. This can be tested, for example, by training over a mixed dataset consisting of variations {A,B,C,D} and testing over {E}, {F}, or other unseen variations. For example, train on various UE speeds and test on unseen UE speeds. 

Note: This is intended to provide a common framework. It is left up to each sub-agenda to discuss and study what Types and what specific aspects within each Type are relevant to the give (sub)-use case and how to construct evaluation studies to verify/improve their generalization performance.



From our point of view, we think the four categories fall into two directions:
· Scenarios-related generalization: Type 1, Type2, Type3;
· Configuration-related generalization: Type4;

For scenarios-related generalization, we are fine with the proposed three types of categories and the notes. It is important to evaluate the performance of a model under various testing scenarios, including both the cases where the data feature is seen and unseen during its training phase. The generalization capability of the AI/ML model can be assessed by the performance difference between the test with seen scenarios and the test with unseen scenarios, with the criterion that the smaller the better.

However, for the evaluation of configuration-related generalization, it would be better to further clarify its purpose and evaluation KPI.  For example, for a two-sided model, the configuration is known to the model for assessment, since there is a model part at the network side. Meanwhile, all the potential configurations can be assumed to be pre-known to the model. Thus, it is reasonable to assume that the model can be optimized during its training stage with various configurations. In this sense, the ‘generalization’ evaluation for cross-configuration evaluation is more like an implementation and optimization issue.

[bookmark: _Hlk115375739]Observation 4: The generalization evaluation with cross-configuration is more like an optimization via implementation, since all the configurations can be pre-known and used in the model training procedure.

For different configurations, we may have two alternative methods in the model design/optimization:
· Alt-1: a model family where the structures of all the model members are the same, but with different parameters;
· Alt-2: a backbone model with different pre-processing/post-processing scaled to various input/output sizes
To the best of our understanding, whether Alt-1 or Alt-2 is used is up to the model’s propriety owner preference. 
Furthermore, it is expected to be clarified whether Alt-1 or Alt-2 can be counted as a model. If pre-processing or post-processing should be counted as a part of a model, it is not clear what the appropriate KPI for this generalization evaluation is. We wonder whether we can use the same understanding to the generalization capability to both scenario-related evaluation and configuration-related evaluation.

Proposal 8: Regarding the generalization evaluation of cross-configuration, it is suggested to clarify:
· The generalization capability is the same as that of the scenario-related configuration
· The performance KPI is the same as that of the scenario-related configuration
· The assumptions of the model used in evaluation:
· Alt-1: a model family where the structures of all the model members are the same, but with different parameters
· Alt-2: a backbone model with different pre-processing/post-processing scaled to various input/output sizes
· Alt-3: others
[bookmark: _Ref228947482]
Conclusions
Observation 1: At least one target of the model registration for a UE-side model is to obtain an ID from a network entity. 
Observation 2: The model registration is one of the model-specific interactions between UE and network.
Observation 3: At least one target of the model registration is to enable model pairing for a two-sided model. 
Observation 4: The generalization evaluation with cross-configuration is more like an optimization via implementation, since all the configurations can be pre-known and used in the model training procedure.

Proposal 1: LCM for the one-sided model and LCM for the two-sided model can be studied separately.
Proposal 2: Collaboration level related information exchange between the UE and the network is suggested to be included in the model registration procedure.  
Proposal 3: For the model registration, the following three aspects are suggested to be studied:
· the procedure to issue an ID from a network to a UE side mode
· the procedure to issue an ID from a network to a model part @ UE of a two-sided model
· the procedure of collaboration level related information exchange
Proposal 4: For the model registration and other LCM procedures, the design of the model ID should be studied.
Proposal 5: It should be clarified whether to have a unified model ID for all the LCM procedures linked with the model ID.
Proposal 6: In the study of the model ID design, it is suggested to clarify which one or more of the following aspects should be taken into account:
· Model version number
· Model family and its member models
· Per UE and per cell
· Model function
· Model collaboration level related information
· Unified model ID for all the procedures
· Other aspects if any
Proposal 7: Regarding the common aspects of the model monitoring, it is suggested to study the follow-up mechanisms upon having monitoring results. At least the following aspects should be considered:
· Inter-mode and intra-mode switch for model switch, model fallback and model re-start, model finetuning and model update
· Direct-probe-based mechanism and indirect-probe-based mechanism 
· Monitoring mechanism for a standby model.
Proposal 8: Regarding the generalization evaluation of cross-configuration, it is suggested to clarify:
· The generalization capability is the same as that of the scenario-related configuration
· The performance KPI is the same as that of the scenario-related configuration
· The assumptions of the model used in evaluation:
· Alt-1: a model family where the structures of all the model members are the same, but with different parameters
· Alt-2: a backbone model with different pre-processing/post-processing scaled to various input/output sizes
· Alt-3: others
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