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[bookmark: _Ref521334010]Introduction
Artificial Intelligence (AI) and Machine Learning (ML) are powerful in solving non-linear issues, and become one of the most popular research directions around the world. For wireless communication, AI/ML also attracts strong interests from academic circle, and already shows its capability in improving performance in many fields. 3GPP also finished an RAN3-led AI/ML study in Rel-17, in which AI/ML models are applied for better data collections in several typical use cases, including network energy saving, load balancing, and mobility optimization [1]. In Rel-18, a study item on AI/ML in RAN1 was approved [2], to investigate the support of AI/ML in physical layer other than implementation-based approaches. In RAN1#109-e, the initial agreements, conclusions, observation and working assumption (WA) were achieved for general aspects of AI/ML-based approaches [3]. In RAN1#110, further progresses were achieved on life cycle management (LCM), common KPIs and a few terminologies [4]. 
Obviously, further investigation is needed to complete the study. In this contribution, we share our views on the general aspects of AI/ML-based approaches for air interface, including the terminology, collaboration levels, dataset, life cycle management and UE capabilities. We also provide our views on the common evaluation methodology and KPIs. 
Discussion
[bookmark: _Ref114494167]Terminology
As required by the SID, the study shall identify common notation and terminology for AI/ML related functions, procedures and interface [2]. An initial terminology list was built up as Working Assumption for RAN1 discussion in RAN1#109-e [3]. In RAN1#110, the following terms were further discussed and also captured in the terminology list.
	Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.





The definition of model delivery is very inclusive. It is convenient to use ‘model delivery’ to describe the migration of an AI/ML model from one entity to another. However, this term even includes delivery methods outside 3GPP, e.g. through WiFi. The corresponding AI/ML models can be proprietary, and the delivery of AI/ML model is totally transparent to 3GPP. 
In addition, the following modification was proposed to redefine ‘AI/ML model transfer’, but ended up without consensus. The proposed change is marked in red [4].
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


In our view, another term ‘model transfer’ should be used to set the boundary of model delivery within 3GPP. For model delivery approaches using 3GPP standardized mechanism (typically through 3GPP air interface), they can be classified as ‘model transfer’. One significant characteristic of model transfer is that the delivery of an AI/ML model is NOT transparent to 3GPP network, regardless this model is with or without 3GPP-based model representation format (MRF). Moreover, ‘model transfer’ can be utilized to support life cycle management (LCM) within 3GPP. 
Observation 1: For model transfer, the delivery of an AI/ML model is not transparent to 3GPP network, regardless this model is with or without 3GPP-based MRF. Model transfer can be utilized to support LCM within 3GPP.
Having said this, currently there is no 3GPP-based MRF. A 3GPP-based MRF means a 3GPP-specific MRF built up by 3GPP, or an open/public MRF (e.g. ONNX) but formally adopted by 3GPP. This can be further studied in the future.
Proposal 1: A 3GPP-based MRF means a 3GPP-specific MRF built up by 3GPP, or an open/public MRF but formally adopted by 3GPP.
Therefore, the definition of AI/ML model transfer should be updated to distinguish from AI/ML model delivery:
Proposal 2: The definition of ‘AI/ML model transfer’ is updated (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: This can be with or without 3GPP-based model representation format.


More discussion on ‘model transfer’ in LCM can be found in Section 2.4.4. Note that, according to the previous agreement, ‘model transfer’ is also the boundary between collaboration Level y and Level z. More detailed discussion on the boundary between Level y and Level z can be found in Section 2.2.2.
For proprietary AI/ML model at UE side (i.e. without model transfer), if collaboration between UE and network is desired, it shall be informed to the network. This procedure can be defined as ‘model registration’, which is important to enable LCM within 3GPP, including model activation/deactivation, performance monitoring, etc. It is also the key point of collaboration at least for Level y. 
Even for registering a proprietary AI/ML model, not only the existence of the model but also sufficient related information shall also be informed, e.g. use case, model functionality, required assistance information, input or output format, etc. Otherwise, it will be impossible for the network to manage the usage of AI/ML model, which makes the situation fallback to ‘no collaboration’ eventually. The details of the required information are FFS.
Observation 2: For a proprietary AI/ML model at UE side, it is possible to enable LCM in 3GPP network and enable collaboration at least for Level y, as long as the AI/ML model is registered to 3GPP network with sufficient information.
Therefore, we suggest incorporating the definition of model registration in the terminology list.
Proposal 3: Incorporate ‘model registration’ in the terminology list as follows:
	Model registration
	[bookmark: _GoBack]A procedure of informing the existence of an AI/ML model from UE to network.
Sufficient information of the AI/ML model shall also be provided to enable LCM in 3GPP network and collaboration (at least for Level y).


More detailed discussion on model registration can be found in Section 2.4.2.
General AI/ML framework
Functional framework
In the last meeting, FL made the following proposal which was supported by majority, but no conclusion was reached due to the limited time [5]:
	Proposal 2-1a (for agreement): 
Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.


In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed and interactive with other modules for wireless communication. Thus the framework shall at least include function blocks as:  data collection (for AI/ML model training and inference, respectively), model training, model management, AI/ML model and actor. Figure 1 illustrates how these function blocks are interactive with each other:
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML-based approach.
Compared to RAN3 framework, model management becomes much more complicated. Specifically, in RAN3, all AI/ML models are deployed within network. Thus the model management is always up to network implementation and may not need to present in the functional framework. However, in RAN1, collaboration between UE and network is introduced for AI/ML based approaches. A model deployed in one node may also be (fully or partially) managed by the other node.  Such new features/functions require careful study than before. 
Proposal 4: Compared to RAN3 framework, model management becomes much more complicated and should be considered carefully in RAN1 framework.
From the view of study progress, we agree that sufficient process on LCM should be achieved firstly. Then we can consider how to define RAN1 framework for AI/ML-based approach.
Proposal 5: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.
[bookmark: _Ref114144146]Collaboration between UE and network
As required by the SID, several collaboration levels between UE and gNB should be identified. According to the interaction degree between UE and gNB, three collaboration levels were agreed as Level x, Level y and Level z [3]. It is FFS the boundary between Level x and Level y, as well as whether finer levels can be introduced.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


In RAN1#110, the following proposal was proposed by FL to better clarify the boundary between Level x and Level y [5]. But due to the limited time, no formal conclusion was drawn. 
	Proposal 2-4a: 
Level x is implementation-based AI/ML operation without any collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)


Note that the above proposal was based on the highly aligned majority view. In spite of whether it is formally approved, we believe the boundary between Level x and Level y is clear to all now. 
The following note was made to encourage the discussion on the boundary of Level y and Level z [4]:
	Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


The boundary between Level y and Level z depends on the definition of ‘model transfer’. In Section 2.1, we propose to define ‘model transfer’, which is model delivery within 3GPP standardization mechanism. More specifically:
For collaboration Level y, the definition relies on ‘without model transfer’, including two cases: ‘no model delivery at all’ and ‘model delivery outside 3GPP’.
· No model delivery at all
In this case, the UE develops a proprietary AI/ML model by itself, without any delivery of an AI/ML model. If the model is not registered to 3GPP network, LCM is outside 3GPP, which belongs to collaboration Level x. On the contrary, if the model is registered to 3GPP network, the network roughly understands the function of the AI/ML model (e.g. applicable use case), so some LCM components other than model transfer can be enabled within 3GPP, e.g. model inference and model monitoring. Collaboration Level y can also be achieved, since network can provide management/assistance information to the UE.
· Model delivery outside 3GPP
In this case, a proprietary AI/ML model can be developed by a third part OTT server, and delivered to the UE outside 3GPP standardized mechanism. Then, similar to the case without model delivery, depending on whether this model is registered to 3GPP network or not, the collaboration can be Level x or Level y. And subsequently, the LCM can be outside or within 3GPP.
For collaboration Level z, the definition relies on ‘with model transfer’, including two cases:  ‘without 3GPP-based MRF’ and ‘with 3GPP-based MRF’.
· Without 3GPP-based MRF 
In this case, network and UE do not have aligned MRF. And hence, the AI/ML model may still be viewed as proprietary. For such model deployed at UE, model structure and parameters are unseen to network. But the model is registered to the network. Thereby the LCM can be under the control of 3GPP network, including model transfer for model update. 
· With 3GPP-based MRF
In this case, network and UE have aligned MRF, since the AI/ML model is transferred between network and UE with 3GPP-based MRF. The AI/ML model may not be proprietary. The corresponding LCM is naturally within 3GPP. In addition, for a model deployed at UE, the structure and parameters are visible to network. It is possible for the network to update the AI/ML model at UE directly by transmitting model parameters. 
Figure 2 gives a high level overview between model delivery, collaboration level and LCM. 
[image: ]
[bookmark: _Ref114495848]Figure 2 Relationship between model delivery, collaboration level and LCM.
It is understood that the difficulty of realizing these collaboration levels will be different. However, we believe the study of AI/ML in RAN1 is a long term work, and no need to preclude any of them at this phase. Parallel study of these collaboration levels should be allowed.
Proposal 6: In collaboration Level y, the AI/ML model is without model delivery, or delivered outside 3GPP standardized mechanism, but registered to 3GPP network. Some LCM components other than model transfer, e.g., model inference and model monitoring, can be within 3GPP scope.
Proposal 7: In collaboration Level z, the AI/ML model is transferred with 3GPP standardized mechanism, with or without 3GPP-based MRF. All LCM components can be within 3GPP scope.
[bookmark: _Ref101208102]Common aspects of different use cases
Reference AI/ML model
It is natural that 3GPP is not aiming at specifying the detailed structure of AI/ML model. This is not only to leave enough flexibility on realization, but also respect the fact that new/better AI/ML models are emerging rapidly. In RAN1#110, the following proposal was made by FL [5]:
	Proposal 2-13: 
On the need and usage of agreed-upon reference AI/ML model,
· Option 1: Consider reference AI/ML models for performance calibration
· Option 2: Reference models are not necessary for performance calibration, but further discuss the need of defining reference AI/ML model(s) in a later phase, as reference AI/ML model(s) may be useful for RAN4 tests and two-sided model training.
· Option 3: No need 


During the discussion, the majority realized a potential need of reference AI/ML model(s) in a later phase, and preferred Option 2. Although defining reference AI/ML model(s) may not be an urgent task, we agree that no need to preclude a reference AI/ML model at the early phase of this study. As explained by Option 2, a reference model may be useful for RAN4 to define the corresponding requirement(s) and test cases. For another example, a reference model may be useful to facilitate training strategies in two-sided model training.
Proposal 8: Further discuss the need of defining reference AI/ML model(s) in a later phase.
· Reference AI/ML model(s) may not be necessary for performance calibration, but it may be useful for RAN4 to define requirements and test cases, or facilitate two-sided model training.
[bookmark: _Ref101196363]Dataset
Dataset plays an important role in AI/ML-based approaches. In RAN1#109-e [3], it was agreed that dataset can be constructed by simulation-based 3GPP channel model, due to its high flexibility, completeness and availability. Although the 3GPP data is generated by simulation, the models in TR 38.901 are based on statistic materials, which already reflect the real-world scenarios to some degree.
In RAN1#110, the following proposals were made [5]:
	Proposal 2-19a:
Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion.
Proposal 2-12a: 
Companies may explore and provide evaluation results based on additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901.


We are supportive to these two proposals. During the SI phase, it is expected to achieve some consensus based on the simulated data at the first stage (e.g. attainable gain, generalization performance). Meanwhile, the difference between field data and simulate data still exists. To confirm the effectiveness of AI/ML-based approaches in real world, using field data is the most direct choice. Hence, field data can be additionally considered in a later phase. 
When field data is provided by volunteer company, it should be well documented and open to the group. How to guarantee the integrity, generalization and interpretability of field data should be further investigated.
Proposal 9: Field data can be additionally provided and studied by companies.
· How to guarantee the integrity, generalization and interpretability of field data should be further investigated.
[bookmark: _Ref114585244]Common evaluation methodology
The evaluation methodologies of the initial set of use cases, i.e. CSI feedback, beam management and positioning, are unsurprisingly different. For instance, the use case of CSI feedback may focus on channel compression and spectrum efficiency, while the use case of positioning may concern the positioning accuracy under different LOS/NLOS (e.g. InF-DH) assumptions. In last meetings, several evaluation methodologies for different use cases/sub use cases have been agreed. 
Besides, we can observe some common spirits of evaluation methodology among all use cases. When AI/ML-based approach is applied, some conventional functions of the wireless network will be replaced or enhanced. Meanwhile, output of AI/ML model can be achieved and evaluated from functional point of view. Such evaluation is denoted as ‘intermediate evaluation’.  For example, intermediate evaluation may include: similarity between the resumed channel and the ideal channel, probability of selecting the Top-K best beam in beam management and correct rate of NLOS/LOS identification in positioning. However, in some specific (sub) use cases, there may be no intermediate result, e.g. fingerprinting positioning by AI/ML-based approaches.
Observation 3: Intermediate evaluation can be achievable based on the output of AI/ML model in many use cases, e.g., similarity between the resumed channel and the ideal channel, probability of selecting the best beam in beam management, correct rate of NLOS/LOS identification in positioning.
The output of AI/ML model will be subsequently utilized in signal processing procedure to acquire the final results. Once the signal processing procedure is finished, the final results are mostly evaluated by common KPIs of link-level or system-level performance, e.g. BLER, spectrum efficiency, throughput, or CDF of positioning accuracy. Such evaluation is typically based on wireless communication terminology, which can be denoted as ‘eventual evaluation’. Figure 3 shows the relationship between intermediate evaluation and eventual evaluation.  
[image: ]
[bookmark: _Ref100913545]Figure 3 Intermediate evaluation and Eventual evaluation.
For study purpose, both intermediate evaluation and eventual evaluation are considerable. First of all, eventual result is basically from the view of performance of wireless communication system, which represents the attractiveness of the AI/ML-based approach to the network. Secondly, intermediate result shows the effectiveness of the AI/ML-based approach compared to the conventional approach. Note that, intermediate result could be very useful for model monitoring, since eventual evaluation is hard to achieve in real world, which may be affected by many aspects other than the active AI/ML model.
Proposal 10: Intermediate result can be used for model monitoring for AI/ML-based approach.
Common KPI for AI/ML-based approach
The following agreement on initial common KPI is achieved in RAN1#110 [4]:
	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


Most of the agreed common KPIs are clear, which are intuitively computable. Performance related KPIs are varying among different use cases, but consensus is already achieved in each agenda. OTA related KPIs focus on size and possibly periodicity of the signaling for model management. Inference complexity can be reflected by the complexity of computation and model size. Nevertheless, some KPIs may need further clarification.
Training complexity is affected by many aspects and uneasy to quantize. To train a specific AI/ML model, there is roughly a most suitable size of training data, which avoids overfitting but acquires considerable generalization ability. Empirically, the more complex problem is targeted, the larger AI/ML model should be used. And subsequently, more training data should be collected. Hence, training complexity can be reflected by model complexity, to a certain degree.
Observation 4: Training complexity can be reflected by model complexity.
To solve different problems in different scenarios by AI/ML-based approach, various strategies may be considered, e.g. supervised learning, unsupervised learning, reinforcement learning and transfer learning. Under different training strategies, model performances, converge latencies, required memories, computation operations are different. It is venders’ freedom to design and choose their training strategies. Companies may share how their AI/ML models are trained to contribute the study, but it seems not meaningful to set up training related KPIs for comparison, especially for offline training. For online training, since physical layer is sensitive to latency which can be affected by training complexity, we can further discuss this case later.
Proposal 11: At least for offline training, companies can voluntarily share their training strategies, but it is unclear whether it is meaningful to set up training complexity KPIs for comparison. 
For LCM related complexity and storage overhead, finer KPIs for different aspects are FFS. We think the following aspects can be included:
· Storage/computation complexity for training data collection 
Data collection is needed for initial training and possibly model update after initial deployment. Within 3GPP, training data may be collected by UE or network. It may also be collected by third part OTT server. Anyway, the corresponding entity needs to store the collected data. Data pre-/post-processing may also be needed, which leads to computation complexity.
· Storage/computation complexity for model monitoring
To evaluate the performance of a deployed model, additional data collection may be needed for model monitoring. For example, in the use case of CSI feedback enhancement, high-resolution estimated channel may be computed, stored and reported by the UE, and thus the network can monitor the validity of the two-sided model for CSI compression. 
· Storage/latency for model activation, deactivation, switching, and fallback operation
To achieve suitable generalization ability and scalability, a family of AI/ML models may be deployed rather than one AI/ML model. Hence, additional storage may be required. When model activation/deactivation/switching/fallback happens, the latency of these operations may or may not be as fast as, e.g. RRC reconfiguration, which should be investigated.
Note that, LCM related signaling in air interface may also be introduced. The overhead of LCM signaling is not listed here since it is assumed to be captured in the sub-bullet of Over-The-Air Overhead, i.e. overhead of assistance information or overhead of other AI/ML-related signaling.
Proposal 12: For LCM related complexity and storage overhead, the following aspects can be considered:
· Storage/computation for training data collection.
· Storage/computation for model monitoring.
· Storage/latency for model activation, deactivation, switching, and fallback operation.
Note: Overhead of LCM signaling is assumed to be captured in Over-The-Air Overhead already.
It is FFS whether latency shall also be a common KPI. It is understandable that latency is sensitive in wireless communication system. However, there is some difficulty to set a KPI of latency for an AI/ML model. For model complexity itself, an exact number can be calculated in terms of, e.g. FLOPs or number of parameters. But when it turns to latency, we can foresee that:
· The inference latency not only depends on model complexity, but also computation power that the deployed node can offer. Even for the same model at the same node, the inference latency may be varying if the offered computation power is varying. 
· The inference latency depends on not only model complexity, but also optimization in software/hardware/firmware. For the same model at different nodes, the inference latency may also be varying.
Hence, inference latency is a comprehensive result. It is highly related to the capability of deployed node, rather than the model itself. It is more proper to discuss latency in UE/network capability, e.g. as part of computation power.
Proposal 13: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Life cycle management
The following agreement on LCM is achieved in RAN1#110 [4].
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


Model training
In principle, the training strategy should be up to companies’ interest. But from the view of simplicity, we think offline training should be a starting point. This is due to the fact that offline training is more robust since more data and sufficient time are allowed for validation and test. Also, the scenario of AI/ML-based approach is unlikely to change vastly within a concerned duration. In some cases, when AI/ML models are updated/fine-tuned periodically, they are still classified as offline training based on the relative time scale between inference and update. It is more suitable to assume offline training when we start the analysis of LCM.
Still, online training can be considered as the supplementary investigation. The study of online training can be up to companies’ interest, although we should aware that the cost of computation and information exchange will be increased. 
Proposal 14: For analysis of model training in LCM, use offline training as the starting point.
· Online training can still be studied.
[bookmark: _Ref115253049]Model registration
Model registration is the key point to enable LCM within 3GPP for a proprietary model, as discussed in Section 2.1.  Along with the introduction of ‘model registration’ in the terminology list, the square bracket of this term can be removed from the agreement. 
However, we would like to emphasize that it will be impossible to perform LCM within 3GPP without sufficient information of the registered model. The boundary of ‘sufficient information’ for model registration is still unclear. On one hand, the information should be adequate enough to allow the network perform LCM procedures, e.g. model monitoring and model switch. On the other hand, the proprietary of the AI/ML model should be kept. At least the following information can be considered for a UE to register an AI/ML model:
· Model functionality
· Information of model input, including desired assistance information
· Information of model output, including the output format
Proposal 15: For model registration, other than indicating the existence of a proprietary AI/ML model, further study what information is needed to enable LCM within 3GPP. At least the following information can be considered for a UE to register an AI/ML model:
· Model functionality.
· Information of model input, including desired assistance information.
· Information of model output, including the output format.
For a registered AI/ML model, a unique identifier, from UE’s point of view, is needed for model management, e.g. indication of the model. It is expected that such unique identifier will be assigned to the AI/ML model by network, or reported by UE. Whether the unique identifier is reported by UE or assigned by network can be further studied. 
Proposal 16: For a registered AI/ML model, further study the corresponding unique identifier is reported by UE or assigned by network.
Model monitoring
For collaboration Level y and Level z, an active AI/ML model is not only known by the deployed node but also recognized by the other node. Therefore, model monitoring can be performed by either UE or network. Take two-sided model in CSI compression as an example. To validate the model performance, comparison is needed between the resumed channel information at network and the high resolution channel information at UE. If model monitoring is performed at network, the UE can report the assistance information (e.g. high resolution channel information) to the network. If model monitoring is performed at UE, similarly, assistance information may also be transmitted from network to UE. Either way is workable.
Proposal 17: For collaboration Level y and Level z, model monitoring can be performed at either UE side or network side.
In Section 2.3.3, we discuss the difference between eventual result and intermediate result, and propose that intermediate result can be used for model monitoring.  This is due to the fact that intermediate result is the most direct output of AI/ML model. But the criterion for validity may be different in different use cases. According to the study progress in other agendas, the following table gives a preliminary example for possible metrics in different use cases:
[bookmark: _Ref115265233]Table 1 Possible metrics for the validity of AI/ML models.
	Use case
	Sub use case or direction
	Possible metrics

	CSI enhancement
	Spatial-frequency domain CSI compression
	· Squared Gauss Cosine Similarity (SGCS) between the resumed channel and ideal/high resolution channel
· Other KPIs like GCS, MMSE

	Beam management
	Spatial domain beam prediction
	· Beam prediction accuracy of Top-K beam, e.g. K=1 or 3
· Average L1-RSRP difference of Top-1 predicted beam

	
	Time domain beam prediction
	· 

	Positioning enhancement
	Direct positioning
	· Error between the model inferred position and the ideal/high confidence position

	
	AI-assisted positioning
	· Intermediate result of model output (FFS details)
· Error between the position computed by AI-assisted information and the ideal/high confidence position


The detailed definition of each possible metrics can be found under different agendas for different use cases. Note that Table 1 only provides some initial inputs. Further processing can be considered, e.g. averaging in time domain or acquiring statistical result within certain duration. Whether criterions need to be specified can be further discussed.
Proposal 18: For model monitoring, the metrics for the validity of AI/ML models can be studied under different use cases. Further discuss whether the metrics need to be specified.
[bookmark: _Ref115165112]Model transfer
As discussed in Section 2.1, ‘model transfer’ can be defined as model delivery with 3GPP standardized mechanism. When performed, network and UE shall be aware of that one or more AI/ML models are transferred with certain purpose. 
Usually, network has higher capability of computation and storage than UE. It is also easier for network to collect a large number of data with integrity and generalization. Hence, it is more convenient for network to perform AI/ML model training than UE, especially for initial training. As a result, model transfer from network to UE seems more usual. 
Observation 5: It is more usual to perform model transfer from network to UE.
As part of LCM, RAN2 may design signaling for model transfer, which needs RAN1’s input as baseline. Take model transfer from network to UE as example. The following aspects can be further studied:
· Full or partial model
Usually, for initial model deployment, full model should be transferred. But for model update, partial model may be enough. For example, only the parameters are transferred while the model structure is unchanged. For another example, only partial parameters are transferred. This may impact the size of model transfer.
· Periodicity/trigger
Whether a model is valid or not depends on the similarity of distribution between the input data and the training dataset. An AI/ML model may be outdated and become invalid. In different use cases, the periodicity of model transfer (e.g. for model update) may be different, which needs further study. It is also possible that no obvious periodicity is found, so model transfer will be triggered aperiodically.
· Latency and reliability requirements
The latency and reliability of model transfer may impact the overall performance of AI/ML-based approach. In general, smaller latency and higher reliability will facilitate faster model deployment. Suggestions from RAN1 will be helpful for RAN2 to consider related signaling. 
· Model representation format (MRF) 
As discussed before, 3GPP-based MRF or non-3GPP-based MRF may be used during model transfer. For either way, RAN1 should study the feasibility, effort, pros and cons of different solutions on acquiring available MRF between UE and network.
Some other aspects may also be considered. For example, whether the model is transfer via User Plane or Control Plane. This can be up to RAN2. 
Proposal 19: For model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer.
· Periodicity/trigger.
· Latency and reliability requirement.
· Model representation format (MRF).
UE capabilities
AI/ML-based approaches are data-driven and rely on huge computation power at least for training. In general, deploying AI/ML model at network side is simpler and promising. It can release the UE burden and ease the co-scheduling of AI/ML-based UEs and non-AI/ML-based UEs of gNB. However, deploying AI model at UE side is still possible, especially in the use case of CSI feedback. 
In case a UE supports AI/ML-based approaches, several levels of UE capabilities should be defined. The following aspects should be considered as a starting point:
· Storage/buffering size
All the AI/ML models at UE side share the storage of UE hardware. The capability of storage/buffering size may impact: (1) the number of AI models that can be supported/configured to the UE, and (2) the size of each AI model that can be supported/configured. 
· Computation power 
All the AI/ML models at UE side share the computation power of UE hardware. The capability of computation power may impact: (1) the number of simultaneous activated AI/ML models, and (2) the inferring/training latency subject to a specific size of AI/ML model.
· Capability of online training
Online training requires frequent update of deployed AI/ML model in real-time or near-real-time. This brings non-negligible burden to the UE in regard of computation and power consumption. It is more realistic to consider online training as an ‘optional capability’ for a UE supporting AI/ML-based approach.
· Capability of data collection
At the initial phase, AI/ML model may be developed in offline manner, in which the training data is collected in advance. It is desired that a deployed AI/ML model can be updated/fine-tuned based on fresh data. It will be very beneficial if a UE supporting AI/ML-based approach has the capability of data collection, including, e.g. measurement, pro-/post-possessing, storage and reporting.
· Capability of implementing downloaded AI/ML model 
Due to the higher requirement storage and computation, AI/ML-based approach may need more hardware optimization than usual. It is possible that a UE can only supports a proprietary model, but not the one downloaded from the network, even if the sizes and computation power between them are similar. Still, implementing downloaded AI/ML model from network may be important in some use cases, e.g. the network transfers an AI/ML-based encoder for CSI feedback to the UE to implement.
Although it may be a little too early to consider UE capability for now, we should keep it in mind throughout this study to strive for a practical AI/ML-based approach.
Proposal 20: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of data collection.
· Capability of implementing downloaded AI/ML model.
Conclusion
In this contribution, we provide our views on general aspects of AI/ML framework for NR air interface. The observation and proposals are summarized as follows:
Observation 1: For model transfer, the delivery of an AI/ML model is not transparent to 3GPP network, regardless this model is with or without 3GPP-based MRF. Model transfer can be utilized to support LCM within 3GPP.
Observation 2: For a proprietary AI/ML model at UE side, it is possible to enable LCM in 3GPP network and enable collaboration at least for Level y, as long as the AI/ML model is registered to 3GPP network with sufficient information.
Observation 3: Intermediate evaluation can be achievable based on the output of AI/ML model in many use cases, e.g., similarity between the resumed channel and the ideal channel, probability of selecting the best beam in beam management, correct rate of NLOS/LOS identification in positioning.
Observation 4: Training complexity can be reflected by model complexity.
Observation 5: It is more usual to perform model transfer from network to UE.
Proposal 1: A 3GPP-based MRF means a 3GPP-specific MRF built up by 3GPP, or an open/public MRF but formally adopted by 3GPP.
Proposal 2: The definition of ‘AI/ML model transfer’ is updated (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: This can be with or without 3GPP-based model representation format.


Proposal 3: Incorporate ‘model registration’ in the terminology list as follows:
	Model registration
	A procedure of informing the existence of an AI/ML model from UE to network.
Sufficient information of the AI/ML model shall also be provided to enable LCM in 3GPP network and collaboration (at least for Level y).


Proposal 4: Compared to RAN3 framework, model management becomes much more complicated and should be considered carefully in RAN1 framework.
Proposal 5: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.
Proposal 6: In collaboration Level y, the AI/ML model is without model delivery, or delivered outside 3GPP standardized mechanism, but registered to 3GPP network. Some LCM components other than model transfer, e.g., model inference and model monitoring, can be within 3GPP scope.
Proposal 7: In collaboration Level z, the AI/ML model is transferred with 3GPP standardized mechanism, with or without 3GPP-based MRF. All LCM components can be within 3GPP scope.
Proposal 8: Further discuss the need of defining reference AI/ML model(s) in a later phase.
· Reference AI/ML model(s) may not be necessary for performance calibration, but it may be useful for RAN4 to define requirements and test cases, or facilitate two-sided model training.
Proposal 9: Field data can be additionally provided and studied by companies.
· How to guarantee the integrity, generalization and interpretability of field data should be further investigated.
Proposal 10: Intermediate result can be used for model monitoring for AI/ML-based approach.
Proposal 11: At least for offline training, companies can voluntarily share their training strategies, but it is unclear whether it is meaningful to set up training complexity KPIs for comparison. 
Proposal 12: For LCM related complexity and storage overhead, the following aspects can be considered:
· Storage/computation for training data collection.
· Storage/computation for model monitoring.
· Storage/latency for model activation, deactivation, switching, and fallback operation.
Note: Overhead of LCM signaling is assumed to be captured in Over-The-Air Overhead already.
Proposal 13: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Proposal 14: For analysis of model training in LCM, use offline training as the starting point.
· Online training can still be studied.
Proposal 15: For model registration, other than indicating the existence of a proprietary AI/ML model, further study what information is needed to enable LCM within 3GPP. At least the following information can be considered for a UE to register an AI/ML model:
· Model functionality.
· Information of model input, including desired assistance information.
· Information of model output, including the output format.
Proposal 16: For a registered AI/ML model, further study the corresponding unique identifier is reported by UE or assigned by network.
Proposal 17: For collaboration Level y and Level z, model monitoring can be performed at either UE side or network side.
Proposal 18: For model monitoring, the metrics for the validity of AI/ML models can be studied under different use cases. Further discuss whether the metrics need to be specified.
Proposal 19: For model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer.
· Periodicity/trigger.
· Latency and reliability requirement.
· Model representation format (MRF).
Proposal 20: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of data collection.
· Capability of implementing downloaded AI/ML model.
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