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Introduction
[bookmark: _Hlk30969022]In RAN1#109e meeting, there were discussions on the typical use cases and the potential spec impact, e.g. finalize representative sub use cases for CSI feedback enhancement and discussions on training collaboration, configuration and content for encoder/decoder input/output, training procedure, etc. Some agreement on sub use cases and other aspects of AI/ML for CSI feedback enhancement were made as below [1]:
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 



In RAN1 # 110 meeting, the discussion of new sub use cases focused on CSI prediction. This use case may become a new formal sub use case for evaluation, but before that, there are still some problems to be solved, such as the concerns on EVM. Meanwhile in the last meeting, some other potential cases have been decided to lower the priority in R18[2], e.g. CSI-RS configuration and overhead reduction, resource allocation and scheduling.
	[bookmark: _Hlk115164031]Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.



In terms of potential standardization impact, some agreements have been reached on the training cooperation level, CSI reporting, CSI model output, data collection, etc., which are conducive to subsequent studies. More discussions are needed on model transfer, model input, life cycle management and other issues.

	
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  



 In this contribution, we will continue to discuss the use case of AI-based CSI enhancement, with the focus on sub use cases and the corresponding impact on NR. 
Discussion
[bookmark: _Hlk110953705]Finalize representative sub use cases for CSI feedback enhancement
In RAN1#109e meeting, the auto-encoder based spatial-frequency domain CSI compression have been identified as a representative sub use case for further evaluation. In RAN1#110 meeting, some other cases were discussed to evaluate whether they can become a typical sub use case for R18 study. From our point of view, as pointed out in[3], 4 principles should be followed on how to select a sub use case(s), i.e.
1. Potential performance gain. 
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
For some use cases, it may not be necessary to fully meet the above four conditions, but for CSI, we think the screening of sub use cases needs to meet all the above conditions.
Proposal 1: The screening of CSI sub use cases needs to meet all the following conditions:
1. Potential performance gain.
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
In the last meeting, CSI prediction is a hot topic. We also think it could be a candidate sub use case for R18 evaluation. But before we reach an agreement on that, it would be helpful to clarify some aspects first. 
1. [bookmark: _Hlk115166685]It is necessary to clarify the common and different parts of the simulation assumptions of CSI compression and CSI prediction. From our point of view, both CSI compression and CSI prediction are different ways to optimize the CSI feedback issue. It would be better to avoid unnecessary differential simulation configurations and we can try to reuse common assumptions as much as possible, e.g. the assumptions on frequency range, bandwidths, channel model, antenna setup and port layouts at gNB/UE that have been made for CSI compression EVM. If CSI prediction requires more explicit simulation assumptions on time domain correlation or other settings, corresponding EVM can be made as a supplement.
2. It is preferable to have a reasonable non-AI/ML baseline, e.g. MMSE based filters or other algorithms, for CSI prediction to show performance gains. When we do the prediction-based evaluation, if the baseline algorithm does not consider any predictable factors, it is hard to say the comparison is fair. Because it is difficult to assess whether the source of gain is the introduction of prediction itself or the breakthrough brought by artificial intelligence. Therefore, we suggest that when making CSI prediction and evaluation, companies are encouraged to have a reasonable non-AI baseline and report the detailed configuration of the algorithm they used.
[bookmark: _Hlk115278438]Proposal 2: It is necessary to clarify the common and differential parts of the EVM assumptions of CSI compression and CSI prediction. 
Proposal 3: Reuse common EVM, e.g. assumptions on frequency range, bandwidths, channel model, antenna setup and port layouts at gNB/UE, that have been made for CSI compression.
Proposal 4: A reasonable non-AI/ML baseline for CSI prediction, such as Kalman filtering, MMSE filtering or other algorithms, should be specified. Companies should report the configuration of the algorithm and the baseline assessment.
Potential specification impact
2.2.1 Different aspects of engineering an AI application
For an AI/ML study, usually two different stages are discussed, i.e. training and inference. But when we consider an AI/ML solution with engineering needs and potential commercial use, especially within 3GPP scope, more fundamental issues should be clarified, e.g. how to deliver an AI/ML model from one entity to another, whether the AI/ML model deployment would be a bottleneck, and how to do the model management to guarantee the AI/ML performance gain. Therefore, we prefer to divide the whole picture into five aspects in 3GPP, i.e. training/delivery /deployment/inference/management. Although these aspects may influence each other, we believe that it is beneficial to discuss them separately to identify necessary new needs and problems, so as to ensure the progress of the whole research. For the convenience of follow-up discussion, here we give our understanding of the phase of training, deployment, inference and management.
Training – The aim for training procedure is to obtain a new AI/ML model. It starts from data collection and end up with an AI/ML model well trained.
Delivery – To deliver an AI/ML model from one entity to another, e.g. UE or gNB.
Deployment – The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. through specific optimization, compiling and testing. 
Inference – The inference phase mainly considers the performance gain and generalization ability of the model in specific use cases, as well as the interface definition and signaling interaction requirements involved in the inference process.
Management – The management of a model refers to the life cycle management of the AI/ML model, including the potential protocol impact on activation, deactivation, performance monitoring, scheme switching, fallback, etc.
[bookmark: _Hlk115167860]2.2.2 Model delivery collaboration
[bookmark: _Hlk115101716]In RAN1#110 meeting, 3 different types of model training cooperation were discussed and agreed. However, regarding the model delivery collaboration, there are still different views and have not been reflected in the agreement. From our point of view, it is beneficial to analyze the model training and delivery separately, so that we will not mix too many definitions and classifications together at the beginning. As for the model deliver/transfer itself, we think it can be divided into air interface dependent/independent cases. When focusing on the air interface involved parts, we can further decompose them into (1) model delivery form UE to gNB via air interface, and (2) model delivery from gNB to UE via air interface, considering different locations of the model to be transmitted. In addition, it should be noticed that the impact of model delivery on the protocol is not only the difference of delivery participants, but also the difference in delivery schedule, such as event triggered model delivery and periodic model delivery.
Proposal 5: In CSI compression using two-sided model use case, the following AI/ML model delivery collaborations could be further studied:
· Type 0: model delivery transparent to air interface
· Type 1: model delivery form UE to gNB via air interface
· Type 2: model delivery from gNB to UE via air interface
· FFS: event triggered model delivery, periodic model delivery,  e.g. for training or LCM purpose. 
2.2.3 Deployment 
Based on the discussion from last two meetings, companies raised the need for more engineering preparations and concerns about the feasibility of model deployment. We prefer to analyze the difficulty and requirement of AI/ML model deployment first, and distinguish the spec impact considering different conditions and assumptions, such as real-time/non real-time deployment, whole/partial model update(e.g. only updating model weights), deployment of complex/simple models, etc. 
Regarding the timeliness of model deployment, the challenge of implementing real-time model deployment at this stage seems enormous. Optimization, compiling and testing of a new model often require a long time to prepare and conduct. Therefore, non real-time deployment of models could be given priority as the basic assumption in R18 subsequent discussions. In addition, it is also necessary to distinguish the deployment of whole model and the deployment of partial model. If a model deployment only involves the update of model weights and does not involve the update of model structure, then the deployment issue in this case could be relatively easy to handle. Besides, it is obvious that the deployment difficulty of complex models and simple models must be different, and this part of influencing factors should be considered as well when discussing AI/ML model deployment.
From our point of view, scenarios for non real-time deployment, partial model deployment and simple model deployment can be considered as the basis for subsequent research in Rel-18. Other scenarios with high complexity should be checked to see whether it is a bottleneck at this stage. 

Proposal 6: In Rel-18, analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment
· Non real-time deployment
· Whole model deployment
· Partial model deployment (e.g. only updating model weights)
· Deployment of complex models
· Deployment of simple models
Proposal 7: Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 
2.2.4 Configuration and content for CSI encoder input
[bookmark: _Hlk111040139]In the last meeting, some agreements were reached on the CSI report and the output of CSI compression model. However, for the input of CSI compression model, different companies still have different views on whether the input of CSI compression model needs to be standardized. One proposal is the interface does not need to be defined in 3GPP. For example, if the training or delivery are achieved by third parties and transparent to 3GPP, the interface does not need to be defined in 3GPP protocols. Different manufacturers can process the acquired channel information according to their own requirements, and only need to maintain the agreed format on the air interface. The other proposal is to clearly define the model input interface in 3GPP scope, e.g. when a gNB transmits an AI/ML model to a UE, a clear interface definition is conductive to better use of the model. Otherwise, it will be so difficult for the UE to determine which information can be used as the input of the CSI compression model
We think that these two cases are not exclusive and both can be analyzed and considered in subsequent studies.  In both hypotheses, a clear interface definition is required. The only difference is whether this definition is determined outside the 3GPP protocol or within the 3GPP protocol. For the first one, it can be considered as a kind of hypothesis that does not need too much 3GPP protocol supports. For the second one, it is necessary to study whether some corresponding standardization works will be required for the interface description and indication, e.g. content and configuration.
Proposal 8: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications and need to be studied. 
2.2.5 Life cycle management
In RAN1#110 meeting, LCM is a key issue that has been discussed in the General aspects of AI/ML framework. Based on the agreement, the definition and necessity on data collection, model training, [model registration], model deployment,  [model configuration], model inference operation, model selection/activation/deactivation/switching/ fallback operation, model monitoring, model update, model transfer, UE capability need to be further studied. Among them, we think the two core issues are the monitoring of model performance and the updating of models, and we prefer more discussions on these two points to reach consensus in the following meetings.
For the model monitoring, it can be done by either UE or gNB side, e.g (1) a ‘UE self-monitoring’ method, where both the encoder and decoder should be deployed at the UE side. UE can obtain the recovered CSI from the output of the decoder, and then calculate some intermediate results to evaluate the performance. (2) a ‘Joint monitoring’ method, where UE needs to transmit CSI labels to gNB and then the performance monitoring could be done by gNB. In addition, in both approaches, some thresholds may need, e.g. we can regard an AI/ML model works well when SGCS is higher than the threshold or vice versa. Specific to spatial-frequency domain CSI compression using two-sided AI model, it is a typical self-monitoring auto-encoder. From our perspective, performance monitoring for such a use case done by UE side would be preferable considering the huge number of label data transmission could be avoided compare to the gNB side monitoring.
Proposal 9: Self-monitoring at UE side could be used to monitor the CSI compression performance in LCM.
For the model updating, we prefer to give high priority to some basic solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching/downloading. Some more challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies.
Proposal 10: Give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching.
Proposal 11: More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies.
Conclusion
In this contribution, we provide some discussions on the sub use selections and possible specification impacts on AI/ML for CSI feedback enhancement. Based on the discussions, we have following proposals:
Proposal 1: The screening of CSI sub use cases needs to meet all the following conditions:
1. Potential performance gain.
2. Feasible evaluation methodology and valid training data set.  
3. Reasonable non-AI/ML-based baseline for performance gain analysis.
4. Potential specification impacts.
[bookmark: _GoBack]Proposal 2: It is necessary to clarify the common and differential parts of the EVM assumptions of CSI compression and CSI prediction. 
Proposal 3: Reuse common EVM, e.g. assumptions on frequency range, bandwidths, channel model, antenna setup and port layouts at gNB/UE, that have been made for CSI compression.
Proposal 4: A reasonable non-AI/ML baseline for CSI prediction, such as Kalman filtering, MMSE filtering or other algorithms, should be specified. Companies should report the configuration of the algorithm and the baseline assessment.
Proposal 5: In CSI compression using two-sided model use case, the following AI/ML model delivery collaborations could be further studied:
· Type 0: model delivery transparent to air interface
· Type 1: model delivery form UE to gNB via air interface
· Type 2: model delivery from gNB to UE via air interface
· FFS: event triggered model delivery, periodic model delivery,  e.g. for training or LCM purpose. 
Proposal 6: In Rel-18, analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment
· Non real-time deployment
· Whole model deployment
· Partial model deployment (e.g. only updating model weights)
· Deployment of complex models
· Deployment of simple models
Proposal 7: Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 
Proposal 8: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications and need to be studied. 
Proposal 9: Self-monitoring at UE side could be used to monitor the CSI compression performance in LCM.
Proposal 10: Give high priority to some basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching.
Proposal 11: More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies.
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