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Discussion
1      Introduction

A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1] and revised in RAN#96 meeting [2]. Based on the agreements in previous meeting, beam prediction in spatial domain is a basic and important sub use case of beam management, some related agreements have been listed below. In this contribution, we focus on the evaluations of AI/ML-based beam prediction in spatial domain and present our proposals.
	Refer to Agreements in RAN1#109e

Agreement

· To evaluate the performance of AI/ML in beam management, further study the following KPI options:

· Beam prediction accuracy related KPIs, may include the following options:

· Average L1-RSRP difference of Top-1 predicted beam

· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:

· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”

· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

· CDF of L1-RSRP difference for Top-1 predicted beam

· Beam prediction accuracy (%) with 1dB margin for Top-1 beam

· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 

· the definition of L1-RSRP difference of Top-1 predicted beam: 

· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam

· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 

Refer to Agreements in RAN1#110
Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML

· Performance

· Intermediate KPIs

· Link and system level performance 

· Generalization performance

· Over-the-air Overhead

· Overhead of assistance information

· Overhead of data collection

· Overhead of model delivery/transfer

· Overhead of other AI/ML-related signaling

· Inference complexity

· Computational complexity of model inference: FLOPs

· Computational complexity for pre- and post-processing

· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)

· Training complexity
· LCM related complexity and storage overhead

· FFS: specific aspects

· FFS: Latency, e.g., Inference latency

Note: Other aspects may be added in the future, e.g. training related KPIs

Note: Use-case specific KPIs may be additionally considered for the given use-case. 


2      Discussion
2.1     System model of AI/ML-based spatial domain beam prediction

The use cases for beam management includes beam prediction in the time and/or spatial domain to reduce overhead and delay and improve beam selection accuracy. In this section, we evaluate the following two AI models to solve the spatial domain beam prediction problem to reduce the overhead and improve the accuracy of beam management.

1.1.1    Classification model
The spatial domain beam prediction is treated as a classification task. As shown in Figure 1, the input of the classification AI/ML model is the L1-RSRP of the beam subset, and the output is the probability of predict beam is the best beam, and the beam with the largest probability in the output is selected as the predicted best beam.
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Figure 1 Classification model

1.1.2    Regression model
The spatial domain beam prediction is treated as a regression task. As shown in Figure 2, the input to the regression AI/ML model is the L1-RSRP of a subset of beams and the output is the L1-RSRP of each beam, and the beam with the highest L1-RSRP in the output is selected as the best beam to be predicted.
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Figure 2 Regression model

2.2     KPIs

In this simulation, the following KPIs were considered to evaluate the results：
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams. 
The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”

· Average L1-RSRP difference of Top-1 predicted beam
· CDF of L1-RSRP difference for Top-1 predicted beam
Proposal 1: To evaluate the performance of AI/ML in beam management, at least following KPI should be considered as baseline, other options are not precluded:

· Beam prediction accuracy (%) for Top-1 and/or Top-K beams. 
· The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”

· Average L1-RSRP difference of Top-1 predicted beam

· CDF of L1-RSRP difference for Top-1 predicted beam
2.3     Dataset

In the previous meeting, some agreements have been made for performance evaluation on the beam management of spatial-domain beam prediction. Dense Urban is the basic scenario for dataset generation and performance evaluation.

	Agreement in RAN1#109e
· At least for temporal beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 

· Other scenarios are not precluded.

· For spatial-domain beam prediction, Dense Urban (macro-layer only, TR 38.913) is the basic scenario for dataset generation and performance evaluation. 

· Other scenarios are not precluded.


For spatial domain beam prediction, the following SLS simulation assumption for data construction is adopted based on last meeting agreement. The generated dataset contains 80000 samples with the specific parameters shown in the following. Each sample consists of 256 beams ((4*8) BS beams * (2*4) UE beams) of L1-RSRP. The dataset is divided into the training set, validation set, and test set in the ratio of 18:1:1.

Table 1 SLS simulation assumption for spatial domain beam prediction
	Parameter
	Value

	Scenario
	UMa 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	ISD
	200m

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 2 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams

Horizontal angle = [-78.75° -56.25° -33.75° -11.25° 11.25° 33.75° 56.25° 78.75°]

Vertical angle = [22.5° 67.5° 112.5° 157.5°]

	UE RX beam pattern
	8 Rx beams

Horizontal angle = [-67.5° -22.5° 22.5° 67.5°]

Vertical angle = [45° 135°]

	UE speed
	3 km/s

	Spatial consistency 
	False

	Rotation
	False

	BS Tx Power
	[40 dBm]

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB


2.4     Simulation assumption and AI/ML model parameters
1.1.3    Spatial beam prediction assumption
The fixed selection of beam pattern is used as the input to the AI/ML model training and testing. The BS beam pattern is selected as shown in Figure 3(a), and the UE beam pattern is selected as shown in Figure 3(b). A total of 32 (8 BS beams * 4 UE beams) beams are selected as the input to the AI/ML model. This beam selection model is used for both the training and testing sets. This approach allows the selected beams to be distributed as evenly as possible, which helps to improve the correct rate of beam prediction. The measurement time is reduced by 87.5% compared to sweeping through all the beams.
[image: image3.png]Horizontal

Vertical

Vertical

Horizontal

Selected

Not Selected





(a) BS beam pattern                                    (b) UE beam pattern
Figure 3 Beam pattern

1.1.4    AI/ML model parameters
· Classification Model
For the classification AI/ML model, we use the fully connected network model with residuals as shown in Figure 4. The model is a 6-layer fully connected network with the GELU activation function and two shortcuts between its hidden layers. The LogSoftmax function is attached after the last layer of the network to convert the continuous output into probability values of the labels. The classification AI/ML model is trained using the best beam index as the label and using the cross-entropy as the optimization objective.
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Figure 4 The structure of the classification AI/ML model

· Regression Model
For the regression AI/ML model, we use the fully connected network model with residuals as shown in Figure 5. The model is obtained by removing the LogSoftmax of the classification model. The regression AI/ML model is trained using the RSRP of all beams as labels and using the mean square error (MSE) as the optimization objective.
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Figure 5 The structure of the regression AI/ML model

2.5     Simulation results
The tradition beam selection method is to select the highest RSRP as the best beam among the 32 beam pairs (inputs to the neural network) selected above, and the results of this method are considered as the baseline.

The simulation results are shown in Table 2, Table 3 and Figure 6. From the simulation results, we can see that AI/ML based beam prediction provide large performance gain compared to traditional method. The accuracy of the classification model and the regression model are very close, but it takes much less time to train the classification model than the regression model. The beam prediction accuracy of the classification model is higher than the regression network, but the average L1-RSRP difference is larger than the regression model. It is worth noting that the training time to reach the optimal value for the classification model is 1/10 of the training time for the regression model under the same conditions, which means that the training is more suitable for practical implementation.
In Figure 6, we show the CDF of L1-RSRP difference for Top-1 predicted beam obtained by different methods. The classification network has a greater probability than the regression network at the L1-RSRP difference is equal to 0. However, as the difference increases, the regression network outperforms the classification network. This is consistent with the high accuracy of the classification network but large L1-RSRP difference in Table 1.
Observation 1: Modelling the spatial beam prediction task as a classification model provides better performance with less training overhead.
Proposal 2: How to evaluate training complexity of AI/ML for beam management needs FFS.

Table 2 Simulation results for beam prediction accuracy
	
	Tradition method
	Classification model
	Regression model

	Beam prediction accuracy (%) for Top-1
	27.4%
	76.7%
	61.8%

	Average L1-RSRP difference of Top-1 predicted beam
	1.46dB
	0.44dB
	0.42dB

	Beam prediction accuracy (%) for Top-2
	27.4%
	90.3%
	80.2%

	Beam prediction accuracy (%) for Top-4
	27.4%
	96.6%
	90.9%


Table 3 Simulation results for complexity
	
	Model complexity
	Computational complexity (FLOPs)

	Classification model
	600.1k
	598.0k
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Figure 6 CDF of L1-RSRP difference for Top-1 predicted beam
Besides, AI/ML model generalization in beam management evaluating the inference performance of beam prediction should be studied under multiple different scenarios/configurations, considering the agreements made for CSI enhancement evaluations.
Proposal 3: The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
Proposal 4: For beam management enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:

· Various deployment scenarios (e.g., UMa, UMi, InH)

· Various outdoor/indoor UE distributions for UMa/UMi

· Various carrier frequencies

· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
3      Conclusions
In this contribution, we focus on the evaluations of AI/ML-based beam prediction in spatial domain. Following observation and proposals are given:
Observation 1: Modelling the spatial beam prediction task as a classification model provides better performance with less training overhead.

Proposal 1: To evaluate the performance of AI/ML in beam management, at least following KPI should be considered as baseline, other options are not precluded:

· Beam prediction accuracy (%) for Top-1 and/or Top-K beams. 
· The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”

· Average L1-RSRP difference of Top-1 predicted beam
· CDF of L1-RSRP difference for Top-1 predicted beam
Proposal 2: How to evaluate training complexity of AI/ML for beam management needs FFS.
Proposal 3: The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Proposal 4: For beam management enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:

· Various deployment scenarios (e.g., UMa, UMi, InH)

· Various outdoor/indoor UE distributions for UMa/UMi

· Various carrier frequencies

· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
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