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1 Introduction
According to discussions in 3GPP RAN1#110 meeting [1], some progress has been made on other aspects for AI CSI feedback enhancement and some agreements have been reached as follows:
	Conclusion :
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion :
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Agreement:
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement:
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement:
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring.


In this contribution, we provide our views on sub use cases for AI/ML CSI feedback enhancement and discuss potential specification impacts. In our companion contribution [2], some related evaluation results on AI/ML for CSI feedback are discussed and assessed. 
2 Representative sub-use cases and potential specification impacts
In RAN1#110 meeting, some sub use cases were determined not to be selected and discussed in Rel-18 [1]. However, there are still some sub use cases proposed by companies need further discussions. For AI/ML based CSI feedback, we prefer to focus on the following issues in this contribution,
· Spatial-frequency domain CSI compression
· CSI prediction
· Enhancement on traditional codebook design
In the following sections, the potential sub-use cases and corresponding specification impacts are further detailed.
2.1 Spatial-frequency domain CSI compression using two-sided AI model
This sub use case involves two-sided AI/ML operations performed at both UE and gNB in inference phase. That is, UE deploys (or be configured with) AI/ML-based CSI generation part and gNB deploys corresponding AI/ML-based CSI reconstruction part, where the former is for CSI compression and the latter is to recover more accurate CSI for better MU operation for massive MIMO. However, how to train and collaborate the two-sided AI model is a key problem, which impacts the existing specifications. One agreement about training collaborations was reached [1] as follows:
	Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


Depending on specification impacts that may be involved for model training, we propose to sub-categorize type 2 and type 3 as follow:
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
· During the joint training operation, UE needs to report some intermediate results of forward propagation (FP) to NW over the air interface. Then, NW trains the reconstruction model according to the results reported by UE. In addition, NW needs to feedback intermediate results of backward propagation (BP) over the air interface to UE to update the generation model parameters as shown in Figure 1. Because of not involving model delivery between UE and NW, AI model privacy can be well protected. However, the frequent data interaction over air interface will occupy a lot of DL&UL transmission resources and thus bring huge overhead.
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Figure 1 Joint training of the two-sided model at network side and UE side with specified interactions 
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are conducted offline between network side and UE side
· Compared with Type 1 and Type 2-1, Type 3 does not involve the model delivery, which may have less specification impacts. In the offline stage, the UE vendors and the NW vendors need to reach agreements to jointly train multiple sets of AI models, which are deployed at UE and NW sides. For coordination of the generation model and reconstruction model, UE needs to report the selected generation model index to NW, and NW chooses the corresponding reconstruction model for application. However, it is very difficult for both vendors to cooperatively consult and reach agreements, which consumes a lot of time and labor resources. Moreover, model generalization may be hard to be fulfilled via offline training, so it should be applied together with online training.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Type 3-1: With specified interactions for dataset used for model training in another side
· Firstly, a set of AI model with the generation model#1 and reconstruction model#1 is trained offline at NW side. Then, the training data and the output of generation model#1 are delivered to UE as reference data. Therefore, UE is able to train the new generation model#2 based on the transmitted training data and reference data. UE aims to train a generation model#2 so that the model output of the generation model#2 is close to the reference data as much as possible. Finally, the generation model#2 is deployed on UE, and NW still applies the reconstruction model#1 for recovery as shown in Figure 2. This approach can avoid the problems of incompatible computation/storage capabilities and well protect the model privacy of UE and NW. However, a large amount of training data and reference data transmission may bring extra downlink overload over air interface. 
  [image: ]
 Figure 2 Sequential separate training starting at NW side
· Separate training starting from UE side is a reverse procedure that the training data and reference data need to be delivered to NW for reconstruction model training, which may cause extra uplink overhead. 
· Type 3-2: Interactions for dataset used for model training in another side are conducted offline between network side and UE side
· This type can avoid the problems of incompatible computation/storage capabilities and well protect the model privacy of UE and NW. Due to the fact that interactions for dataset used for model training in another side are conducted offline, it may not involve air-interface transmission, e.g., the dataset can be downloaded from the entity/node.
[bookmark: OLE_LINK3]Proposal 1: Further study AI/ML model training collaborations, including:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Type 3-1: With specified interactions for dataset used for model training in another side
· Type 3-2: Interactions for dataset used for model training in another side are specification-transparent between network side and UE side
In our initial assessments, the input and output types for spatial-frequency domain CSI compression also need to be discussed. To our understanding, the AI model input is a precoding matrix which is pre-processed from a raw channel and corresponding output is a recovered precoding matrix. We propose to further study at least following options:
· Option 1: The input of CSI generation model is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of CSI generation model is a precoding matrix which is obtained by pre-processing from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors corresponding to different sub-bands and layers
· Option 2b: The precoding matrix is an eType II-like PMI. That is, UE firstly conducts the compression from spatial and/or frequency domain to get the eType II-like PMI. Then, CSI generation model further compresses the eType II-like PMI to reduce the overhead.
[bookmark: OLE_LINK2]Compared with Option 2, Option 1 utilizes the complete/unprocessed channel as the input of CSI generation model. By this way, network side has the chance to recover the whole channel, which would be easier for network to coordinate interference when conducting MU-MIMO scheduling. However, Option 2 filters some unnecessary components, such as spatial/frequency vectors and layers, so that AI/ML based compression may be more efficient.
Proposal 2: For spatial-frequency domain CSI compression using two-sided AI model, the following options for different types of AI/ML model input/output need to be further studied and evaluated at least.
· Option 1: The input of CSI generation model is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of CSI generation model is a precoding matrix which is obtained by pre-processing from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is an eType II-like PMI. 
2.2 CSI Prediction 
For sub use case of CSI prediction, it can be classified from at least three aspects: temporal domain CSI prediction, spatial domain CSI prediction, and frequency domain CSI prediction.
2.2.1 Temporal domain CSI prediction
For temporal domain CSI prediction sub use case, some conclusions have been made in Agenda 9.2.2.1 in RAN1#110 meeting [1] as follows: 
	Conclusion:
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.
Conclusion:
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.


For the sub use case of temporal domain CSI prediction using one-sided model , it can be categorized into two cases, where CSI prediction is performed at either gNB side or UE side.
· CSI prediction at gNB side: There is less specification impact for this case, which is more likely an implementation behavior. UE may report N historical measurements with traditional CSIs, e.g. Type I or Type II. Then N PMIs can be obtained by network and fed into a AI/ML model, and thus it is possible to predict the channel matrix or precoding matrix of M future occasions. By this way, gNB may predict more accurate PMI for MU scheduling to improve system throughput. However, gNB can only obtain the PMIs via traditional CSI report to conduct prediction. Hence, DL channel information is lossy and the AI/ML model may not explore the temporal correlation well.
· For CSI prediction at gNB side, the inputs and outputs for AI/ML model are shown in Figure 3.
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Figure 3 CSI prediction at gNB side
· CSI prediction at UE side: UE is able to directly measure N historical CSI-RSs to obtain N channel matrices or precoding matrices, and then they can be fed into a AI/ML model. Then, it is possible to predict the channel matrix or precoding matrix of M future occasions and report them to gNB with either traditional reporting scheme or new AI reporting scheme. Therefore, how to define the observation window and the prediction window and how to report the predicted CSIs should be specified. Due to the fact that UE can obtain full channel information, the AI model may better extract the temporal correlation and predict more accurate channel information to combat the problem of channel aging, where some evaluation results are shown in our companion contribution[3]. 
· For CSI prediction at UE side, the inputs and outputs for AI/ML model can be categorized into 3 cases:
· Case A: The inputs of AI/ML model are N historical channel matrices, and the outputs of AI/ML model are M predicted channel matrices.
[image: ]
Figure 4(a) CSI prediction at UE side for Case A 
· Case B: The inputs of AI/ML model are N historical PMIs, and the outputs of AI/ML model are M predicted PMIs. 
[image: ]
Figure 4(b) CSI prediction at UE side for Case B
· Case C: The inputs of AI/ML model are N historical channel matrices, and the outputs of AI/ML model are M predicted PMIs.
                  [image: ]
Figure 4(c) CSI prediction at UE side for Case C
Observation 1: CSI prediction at gNB side is more likely an implementation behavior with less specification impact.
Proposal 3: Temporal domain CSI prediction at UE side can be studied as a starting point. For Temporal domain CSI prediction at UE side, the input and output of AI/ML model can be categorized into 3 cases:
· Case A: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted channel matrices.
· Case B: The inputs of AI/ML model are historical PMIs, and the outputs of AI/ML model are predicted PMIs. 
· Case C: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted PMIs.
2.2.2 Spatial domain CSI prediction
For spatial domain CSI prediction, UE may only report a predefined pattern of CSI-RSs or random CSI-RSs with corresponding port IDs within M antenna ports. Hence, M-port channel matrix or precoding matrix can be obtained by network and fed into a AI/ML model. Then, it is possible to recover the whole N-port (N>M) channel matrix or precoding matrix. By this way, network may get whole channel information with less overhead of reference signals. 
[bookmark: _GoBack]Proposal 4: For spatial domain CSI prediction, the input of AI/ML model can be channel information within parts of antenna ports and the output can be predicted channel information within more antenna ports.
2.2.3 Frequency domain CSI prediction
For frequency domain CSI prediction, UE may only report channel information in M frequency units with a predefined pattern. Then, the channel information from M frequency units is fed into a AI/ML model. Finally, it is possible to recover the whole channel information of N frequency units (N>M). By this way, network may also get whole channel information with less overhead of reference signals. 
Proposal 5: For frequency domain CSI prediction, the input of AI/ML model can be channel infomation within parts of frequency units and the output can be predicted channel information within more frequency units.
2.3 Enhancement on traditional codebook design
Network is normally more powerful than UE in terms of storage, computation capability, and power consumption. Therefore, network can carry out large scale AI/ML models and acquire more data for model training/updating. With this consideration, we should strive to identify any potential enhancements if AL/ML models are only implemented at network side. 
According to our initial assessments, we think enhancement on eType II to improve the CSI accuracy using one-sided model deserves to be further studied. As we know, eType II reports a bunch of spatial&frequency DFT vectors and corresponding weighting coefficients. However, the selections of spatial&frequency DFT vectors and weighting coefficients are mainly left up to UE implementation. With AI/ML models, UE may be possible to only report a predefined pattern of spatial&frequency DFT vectors and corresponding weighting coefficients. As can be seen in Figure 5 on the left, a comb structure is shown. Then, when network gets the Rel-16 eType II PMI and feeds them into an AI/ML model, it’s possible to recover whole spatial&frequency DFT vectors and corresponding weighting coefficients. By this way, network may get whole channel information, which would be helpful for network to coordinate interference when conducting MU-MIMO scheduling.
[image: ]
Figure 5 AI/ML framework deployed at gNB for CSI enhancement on eType II  
Proposal 6: To improve the CSI accuracy based on traditional codebook design using one-sided model, enhancement on Rel-16/17 eType II should be considered as a representative sub-use case for further study.
3 Life cycle management
As known to all, the performance of AI/ML model is correlated to the training data and inference data, so data collection is a fundamental process in AI model LCM. For data collection, an agreement was reached in Agenda 9.2.2.2 in RAN1#110 meeting [1]. This issue can be identified from two aspects: data collection either at gNB side or at UE side.
· Data collection at gNB side: gNB may collect data from UEs distributed in the cell via traditional uplink signaling. By this way, gNB can obtain abundant downlink channel information from diverse UEs to construct training dataset for AI/ML model. If the two-sided AI/ML model is jointly trained at gNB side, the abundant dataset is beneficial for AI/ML model training and it may show better generalization performance. However, data collection process may bring extra overload for UEs and the downlink data collected by gNB is lossy.    
· Data collection at UE side: UE is able to directly measure downlink CSI-RSs to obtain corresponding channel information. By this way, UE can easily collect specific downlink channel data to construct training dataset for AI/ML model. If the two-sided AI/ML model is jointly trained at UE side, the AI/ML model tends to be trained like a UE-specific model. Though UE can easily collect accurate DL channel information in personal, the trained AI/ML model is UE-specific, which lacks of channel data diversity because of not knowing the channel information of other UEs and generalization performance may degrade.
Proposal 7: At least further study the data collection for AI/ML model training/inference/update/monitoring from gNB side and UE side.
After model training, model delivery, and model deployment, model inference operation is an important part in LCM. To our understanding, model inference should focus on data required for model input, report feedback based on the model output and the inference latency. The model input may have specification impacts on reference signal configurations and assistance information delivery. For model output, its specification impacts mainly include quantization methods, measurement report format/UCI mapping order, and the priority for contents included in the measurement report. For inference latency, it’s related to UE processing capability on the model, which may have impact on the determination of CSI reference resource and time offset between activation command and physical channel with measurement report included.
Proposal 8: For model inference operation, further study
· Data required for model input, e.g.,reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource
Besides, UE locations and channel environments may change over time, which may impact the effectiveness of AI/ML models. Therefore, LCM for AI/ML operations that can be adaptive to dynamic variations should be taken into account. In general, model monitoring, model update, model switching, or model activation/deactivation play important roles in model life cycle management, which guarantees the performance of AI models. From our point of view, there could be at least the following four cases which need to be studied: 
· Case 1- AI/ML model performance monitoring:
· Model monitoring plays a fundamental role in the LCM procedure because AI/ML models suffer from the problem of generalization. If the performance degradation of AI/ML model at either UE or NW occurs without being monitored, it is a destructive event for communication system. For example, network may use an appropriate set of AI/ML models, which shows good system performance currently. However, if UE locations or channel scenarios greatly change, the channel state information estimated by AI turns inaccurate and the system throughput may drop dramatically. Therefore, how network/UE monitors the performance loss should be taken into consideration and the following two options can be further studied:
· Option A: Model monitoring at UE:
· Network should deliver the CSI reconstruction model to UE. UE inputs the current CSI into CSI generation model and delivers generation model to obtain the recovered CSI, and compares the recovered CSI with the original CSI to determine the current CSI reconstruction model performance, which is shown in Figure 6. This approach requires the network to deliver the CSI reconstruction model to UE, and UE needs to execute the redundant calculation for CSI reconstruction model, which brings additional downlink transmission load, UE computation complexity, and power consumption.
          [image: ]
Figure 6 Model monitoring at UE
· Option B: Model monitoring at NW
· UE should feed back the output CSI from the CSI generation model and the reference CSI to network. The network applies the CSI reconstruction model to obtain the recovered CSI and compares it with the reference CSI reported by UE to determine the performance of the current CSI reconstruction model, which is shown in Figure 7. The reference CSI can be the original input CSI or the high-precision CSI, e.g. AI CSI with low compression rate or traditional eType II-like CSI. However, this approach may bring additional uplink transmission load. Besides, some other indirect methods can be utilized to reflect model performance, e.g. eventual system performance or data distribution difference. Whether it's reliable enough should be further studied.
        [image: ]
Figure 7 Model monitoring at NW
· Option C: Self monitoring
· An AI/ML model is able to self-monitor its performance, which is the most convenient and efficient way since no additional RS overhead or report overhead is required. For example, if the AI/ML model can detect that the distribution between training dataset and inference data has been changed a lot, it cannot make sure that the AI/ML model can get expected output.
· Case 2- AI/ML model switching to adapt to different scenarios based on model performance monitoring:
· When performance loss is monitored and exceeds a certain value threshold or maintains a certain period of time, UE/network may trigger a model switching request. A new AI/ML model may be configured/activated to recover from the performance loss. By this way, network/UE may need to maintain a library of AI/ML models to be retrieved when needed.
· Case 3-An offline trained AI/ML model to be updated online based on model performance monitoring:
· When the offline AI/ML model meets a new scenario and a certain performance loss occurs, online training can also be performed to modify the model parameters and/or model structure to match the current scenario. In real environment, the sequential relationship of new training data collection, online training and model inference should be further studied. For example, how to design restrictive timelines for the three steps is still a challenge. Besides, in online updating phase, extra overhead of reference signals over the air interface are demanded and backward gradient calculation may be challenging at least for UE.
· Case 4-Fallback schemes based on model performance monitoring:
· In addition, fallback schemes should not be neglected. Due to limited generalization capability of AI/ML models, the performance can hard to be guaranteed with all varying scenarios in real environment. Once the performance loss is difficult to be addressed, AI/ML model deactivation may be triggered and falling back to conventional schemes seems to be crucial and necessary to keep the system working properly.
Proposal 9: During study phase, companies need to evaluate and identify solutions to perform model life cycle management in CSI feedback enhancement, at least following perspectives can be further studied:
· Case 1: AI/ML model performance monitoring
· Case 2: AI/ML model switching to adapt different scenarios based on model performance monitoring
· Case 3: An offline trained AI/ML model to be updated online based on model performance monitoring
· Case 4: Fallback schemes based on model performance monitoring

4 Conclusion
In this contribution, we discuss the sub use case for AI/ML based CSI feedback and identify some specification impacts. We have the following proposals:
Proposal 1: Further study AI/ML model training collaborations, including:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Type 3-1: With specified interactions for dataset used for model training in another side
· Type 3-2: Interactions for dataset used for model training in another side are specification-transparent between network side and UE side
Proposal 2: For spatial-frequency domain CSI compression using two-sided AI model, the following options for different types of AI/ML model input/output need to be further studied and evaluated at least.
· Option 1: The input of CSI generation model is a raw channel (i.e obtained directly from CSI-RS) without any further pre-processing and corresponding output is a recovered raw channel:
· Option 1a: The raw channel is in frequency domain
· Option 1b: The raw channel is in time domain
· Option 2: The input of CSI generation model is a precoding matrix which is obtained by pre-processing from a raw channel and corresponding output is a recovered precoding matrix:
· Option 2a: The precoding matrix is a group of eigenvectors
· Option 2b: The precoding matrix is an eType II-like PMI. 
Observation 1: CSI prediction at gNB side is more likely an implementation behavior with less specification impact.
Proposal 3: Temporal domain CSI prediction at UE side can be studied as a starting point. For Temporal domain CSI prediction at UE side, the input and output of AI/ML model can be categorized into 3 cases:
· Case A: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted channel matrices.
· Case B: The inputs of AI/ML model are historical PMIs, and the outputs of AI/ML model are predicted PMIs. 
· Case C: The inputs of AI/ML model are historical channel matrices, and the outputs of AI/ML model are predicted PMIs.
Proposal 4: For spatial domain CSI prediction, the input of AI/ML model can be channel information within parts of antenna ports and the output can be predicted channel information within more antenna ports.
Proposal 5: For frequency domain CSI prediction, the input of AI/ML model can be channel infomation within parts of frequency units and the output can be predicted channel information within more frequency units.
Proposal 6: To improve the CSI accuracy based on traditional codebook design using one-sided model, enhancement on Rel-16/17 eType II should be considered as a representative sub-use case for further study.
Proposal 7: At least further study the data collection for AI/ML model training/inference/update/monitoring from gNB side and UE side.
Proposal 8: For model inference operation, further study
· Data required for model input, e.g.,reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource
Proposal 9: During study phase, companies need to evaluate and identify solutions to perform model life cycle management in CSI feedback enhancement, at least following perspectives can be further studied:
· Case 1: AI/ML model performance monitoring
· Case 2: AI/ML model switching to adapt different scenarios based on model performance monitoring
· Case 3: An offline trained AI/ML model to be updated online based on model performance monitoring
· Case 4: Fallback schemes based on model performance monitoring
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