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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: OLE_LINK43][bookmark: OLE_LINK44]In 3GPP Rel-17 study item “Study on XR Evaluations for NR”, progress has been made on many aspects, e.g. applications, KPIs, evaluation assumptions/methodologies, and performance evaluations. The results have been summarized in TR 38.838 [1]. In Rel-18, a new SID “Study on XR Enhancements for NR” has been approved in RAN#94e with the following areas: XR-awareness in RAN, XR-specific power saving, and XR-specific capacity improvements [2]. 
[bookmark: _Hlk110523681]In this contribution, we will provide our views for XR-specific capacity enhancements, including CG enhancements to handle variable frame size, SR enhancements for dynamic scheduling/grant, etc.
[bookmark: OLE_LINK15][bookmark: OLE_LINK77][bookmark: OLE_LINK79]CG enhancements
[bookmark: _Ref111139861]In RAN1#109-e [3], the following agreement on SPS/CG enhancements was achieved.
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based SPS/CG transmissions, companies are encouraged to consider the following studies:
· Study enhancements related to multiple PDSCHs SPS transmission occasions in a period
· Study enhancements related to multiple PUSCHs CG transmission occasions in a period
· Study enhancements related to dynamic adaptation of SPS/CG parameters/configurations
· Study enhancements related to non-integer periodicity for SPS/CG transmissions.
· Note: Other studies are not precluded, as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique.


In the following, we firstly analyze the pros and cons of DG and CG. Then we provide views on CG enhancement to address variable frame size issue.
CG vs DG scheduling
In RAN1#110-e [4], different opinions on CG enhancements were proposed. Some companies think that CG is suitable for XR UL transmission and they proposed some enhancements to improve capacity, while some other companies proposed that dynamic scheduling can achieve better performance so that there is no need to do any enhancements on CG. In this part, we analyze the capacity performance for UL video traffic with CG and DG scheduling and provide some initial simulation results. The following four cases are considered:
Case1: Legacy DG (first SR, then BSR with small grant, then UL data): 
· It is assumed that an SR is triggered upon arrival of a new TB in the UE buffer. A small UL resource is then granted to the UE to transmit BSR and a small amount of UL data. The follow up UL grants are updated based on corresponding BSR. 
Con: Large delay caused by SR and BSR report
Generally, SR/BSR procedure may need at least 2 U slots, which may cause delay and decrease UL capacity. If these SR/BSR procedures are saved for frame/data transmission, the UL capacity would be improved. Based on the initial evaluation results in clause 7.3.2.2 of TR 38.838 [1], the UL capacity increases from <1 to ~5 UEs by increasing PDB from 10 ms to 15 ms (adding 2 U slots).
Case2: Legacy DG (first SR, then BSR with large grant, then remaining UL data): 
· It is assumed that an SR is triggered upon arrival of a new TB in the UE buffer. A big UL grant is allocated to the UE to transmit both BSR and UL data. The follow up UL grants are updated based on corresponding BSR. The initial big grant can be allocated according to the minimum size of XR frame (e.g. half of the mean frame size) in order to avoid resource waste. This case can reduce the delay caused by BSR procedure. 
Con: Delay caused by SR report 
According to the initial evaluation results in clause 7.3.2.2 of TR 38.838 [1], the UL capacity is <1 when PDB = 10 ms even though accurate frame size is assumed to be known after SR is sent. Thus, Legacy DG (SR + BSR with big grant) cannot perform well in the tight latency requirement scenario.
Con: Depend on XR awareness objective outcome
Case 2 cannot work well if gNB does not know frame size related information. However, whether the frame size related information would be known by gNB is not clear so far and it highly depends on the XR-awareness objective outcome.
Case3: Pre-scheduling DG (No SR, BSR with large grant, then remaining UL data):
· An initial grant for BSR and UL data is dynamically pre-scheduled without relying on SR. It is assumed that the XR periodicity, frame size range and arrivals related information is known by gNB. The initial grant can be allocated according to the minimum size of XR frame (e.g. half of the mean frame size) in order to avoid resource waste. This case can reduce the delay caused by SR/BSR procedure. 
Con: Depend on XR awareness objective outcome 
Which XR information would be known by gNB is not clear yet and it highly depends on the XR-awareness objective outcome. Case 3 cannot work well if gNB does not know these XR awareness information, e.g., frame arrival time, frame size, etc. 
Con: C-DRX or PDCCH search space set may limit gNB scheduling
Considering C-DRX or PDCCH search space set may be applied for power saving, it is possible that UE cannot receive the pre-scheduling DCI sometimes since UE may fall into sleep state. In this case, the UL capacity equals to that in Case2 or Case1. 
Case4: Configured Grant (CG)
· An initial grant for BSR and UL data is pre-configured without relying on SR. Similar with Case3, CG can also reduce the delay caused by SR/BSR procedure. Although CG may also has XR-awareness issues like Case3, the advantage of CG is that CG does not require UE to monitor PDCCH so that CG can perform well even when UE falls into sleep. CG needs to handle variable frame size issue, which is to be discussed in Section 2.4.
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Figure 1. UL scheduling comparison (CG vs DG)
[bookmark: _Ref115212460]Observation 1:  The pros and cons of the above four cases are as shown in Table 1:
[bookmark: _Ref115212506]Table 1. Pros and Cons of DG and CG
	Scheduling scheme
	Pros
	Cons

	Case1: Legacy DG (first SR, then BSR with small grant, then UL data)
	Not require prior information of XR traffic
	Large delay due to SR/BSR report, thus causing capacity loss

	Case2: Legacy DG (first SR, then BSR with large grant, then remaining UL data)
	No delay due to BSR report
	Medium delay due to SR report, thus causing capacity loss especially when UL PDB is small

	Case3: Pre-scheduling DG (No SR, first BSR with large grant, then remaining UL data)
	No delay due to SR/BSR report
	Too ideal assumptions, may not be feasible in every real deployment.
E.g., it’s possible that gNB may not know accurate XR frame arrival/size information, UE may not be available to receive DCI in every slot (e.g., due to C-DRX, search space set, PDCCH skipping, etc.), etc.

	Case4: Configured Grant (CG)
	No delay due to SR/BSR report
	Need to handle variable frame size issue



We simulated the above cases. 
· Case 1 (C1: Legacy DG (first SR, then BSR with small grant, then UL data)): We assume that SR can be sent every U slot if SR is triggered upon arrival of a new TB in the UE buffer. A small grant (the gNB allocates resources according to 400bits) can be allocated to the UE to transmit BSR and a small amount of UL data. In this case, the minimum delay introduced by SR/BSR procedure is 5ms. If scheduling delay is further considered, the transmission delay will further increase.
· Case 2 (C2: Legacy DG (first SR, then BSR with large grant, then remaining UL data)): Similar with Case1, SR is also assumed to be sent every U slot if SR is triggered. A big grant (the gNB allocates resources according to half of the mean frame size: 83333 bits) can be allocated to the UE to transmit BSR and some UL data. In this case, the minimum delay introduced by SR procedure is 2.5ms. If scheduling delay is further considered, the transmission delay will further increase.
· Case 3 (C3: Pre-scheduling DG (No SR, first BSR with large grant, then remaining UL data): We assume that BSR can be sent every U slot. XR periodicity, arrivals and frame size related information is known by the gNB. A big grant (according to half of the mean frame size: 83333 bits) can be allocated to the UE to transmit BSR and some UL data. In this case, the delay caused by SR/BSR procedure has been reduced. 
· Case 4 (C4: Configured Grant (CG): We assume periodicity of CG resource is matched to XR traffic arrival. 
We consider DDDSU configuration. Other simulation assumptions are listed in Appendix A. 
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[bookmark: _Ref115211534]Figure 2. Capacity performance comparison between DG and CG
The simulation results are in Figure 2. For the C1, the network can support less than 1 user with PDB=10ms since SR/BSR procedure introduces intolerable delay. Although C2 addresses the delay introduced by BSR, the network still does not support a user due to limited PDB. Comparing with C1 and C2, 1.0 UEs per cell can be supported by C4 since CG can reduce the SR/BSR delay. Configured grant transmission can support more UEs compared with dynamic grant. Note that the current assumptions on SR for C1 and C2 are ideal. If the periodicity of SR is assumed larger, like 5ms, the capacity will decrease further. It can be observed that the network can support 1.7 UEs per cell by C3. However, many ideal assumptions have been made in C3.  If the gNB does not know the actual frame arrival time or UE may not be available to receive pre-scheduling DCI in every slot, the capacity with C3 may decrease.
[bookmark: _Ref115212642]Observation 2: Configured grant transmission can support more UEs compared with dynamic grant that requires SR/BSR report by reducing the transmission delay.
[bookmark: _Ref115212647]Observation 3: Pre-scheduling DG, which provides the upper bound of UL capacity in theory, has too ideal assumptions (e.g. gNB knows XR frame arrival/size information and UE are available to receive DCI in every slot), which may not be feasible in every real deployment. RAN1 needs to do comprehensive study which also considers more realistic assumptions.
Views on non-integer periodicity 
As mentioned in Section 2.1, CG can support more UEs compared with dynamic grant that requires SR/BSR report, especially when PDB is small. Thus, CG enhancements need further study. In this section we provide our views on non-integer periodicity issue. 
The periodicity of CG in current specification can only be an integer number of slots. XR frames arrive periodically every 1/F second, where F is the frame rate in FPS (frames per second). Typical value of F can be 30, 60, 90, or 120 FPS, resulting in a non-integer periodicity, e.g. 1/30s, 1/60s, 1/90s or 1/120s. Current specification already supports multiple sets of CG configuration, which can be used to solve such non-integer periodicity issue. As illustrated in Figure 3, for 60 FPS case, 3 sets of CG can be configured with the same periodicity 50ms, and 3 different offsets (i.e., 0ms, 17ms, 34ms) are configured to match three XR frames in this 50ms period. In such configurations, each XR frame can be transmitted on the corresponding CG occasion, and the non-integer periodicity issue is solved.
[bookmark: _Ref115212651][bookmark: _Ref110884609]Observation 4: For UL transmission, non-integer periodicity issue can be solved by configuring multiple CG configurations.
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[bookmark: _Ref100155621]Figure 3. Multiple sets of CG configurations to match XR traffic
Views on traffic jitter
For UL VR and cloud gaming service, the pose/control information arrives periodically without jitter. For UL AR service, the traffic jitter should be smaller than that in DL video transmission since the UE only needs to deliver the data from the application layer to the transport layer, without network routing. According to the TR 38.838 [1], the UL jitter is optional, whose model is the same as DL jitter. 
CG enhancement to handle variable frame size
Based on the outcomes in clause 5.1 of TR 38.838 [1], XR frame size of single stream follows truncated Gaussian distribution where the maximum size is 3 times of the minimum size. The parameters of the video packet size distribution are related to video encoding, e.g. error resilience, rate control, etc. As for multi-streams, the average size ratio between one I-frame/slice and one P-frame/slice can be 1.5~3. In this case, the maximum ratio between sizes of two XR frames/slices can be up to 9. Therefore, scheduling based on a fixed radio resource size cannot accommodate variable frame sizes.
[bookmark: _Ref110884618]Observation 5: The size of XR frames/slices varies in a wide range which does not suite scheduling based on a fixed radio resource size.
As the XR video traffic is periodically generated and has low latency requirement, it is beneficial to adopt configured grant (CG) for the UL XR video transmission without requiring scheduling request (SR) and buffer status report (BSR) procedures.  For XR video, the large frame size may require more than one PUSCHs to be transmitted in each video frame period. According to our evaluation, it generally requires 1~5 PUSCHs per video frame, depending on the channel condition and the video frame size. Therefore, it is necessary to configure multiple PUSCH occasions within a CG period, which is introduced by R16 NR-U copied as follows. 
	(below is copied from TS 38.214 Clause 6.1.2.3)
6.1.2.3	Resource allocation for uplink transmission with configured grant
…
A set of allowed periodicities P are defined in [12, TS 38.331]. The higher layer parameter cg-nrofSlots, provides the number of consecutive slots allocated within a configured grant period. The higher layer parameter cg-nrofPUSCH-InSlot provides the number of consecutive PUSCH allocations within a slot, where the first PUSCH allocation follows the higher layer parameter timeDomainAllocation for Type 1 PUSCH transmission or the higher layer configuration according to [10, TS 38.321], and UL grant received on the DCI for Type 2 PUSCH transmissions, and the remaining PUSCH allocations have the same length and PUSCH mapping type, and are appended following the previous allocations without any gaps. The same combination of start symbol and length and PUSCH mapping type repeats over the consecutively allocated slots.


However, the CG resource is semi-statically configured, which cannot adapt to the varying size of XR frames. As illustrated in Figure 4, if 4 PUSCHs in one CG period are configured, there will be resource waste for the video frames that need less than 4 PUSCHs. If 3 PUSCHs in one CG period are configured, if the video frame is large, e.g. 4 PUSCHs are required, then additional dynamic scheduling is needed, resulting in extra delay.
[image: ]
[bookmark: _Ref100323724]Figure 4. Variable XR frame size and semi-statically configured CG resource
[bookmark: _Ref102078958]Observation 6: CG resource is semi-statically configured and cannot adapt to the varying size of XR frames,
· If the size of CG resource is larger than the actual frame size, radio resources may be wasted;
· If the size of CG resource is not large enough to transmit the current frame, additional dynamic scheduling is needed, resulting in extra delay and reduced capacity.
[image: ]
[bookmark: _Ref115168391]Figure 5. Illustration of indicating to gNB the unused PUSCH occasions within one CG period
In order to avoid the extra delay caused by additional dynamic scheduling, the CG resource within one CG period should be configured according to a relatively large size of XR frame. To avoid resource waste, mechanisms to allow re-allocate the unused CG resources within one CG period can be considered. When an UL XR video frame arrives, the UE can know the video frame size and thus the number of PUSCHs needed to transmit the video frame. If there are one or more unused PUSCHs, the UE can indicate the unused CG PUSCHs to the gNB via UCI or MAC CE in the first CG PUSCH occasion, as shown in Figure 5. A new type of UCI or MAC CE may be needed. Similar as CG-UCI, such UCI can be reported on the PUSCH. Then the gNB can re-allocate those unused CG PUSCH resources to other UEs.  
[bookmark: _Ref111240659]Proposal 1: For multiple PUSCHs CG transmission occasions in a period, support indicating to the gNB the unused PUSCH occasions within one CG period, so that gNB can re-allocate the unused PUSCH occasions to other UEs to avoid resource waste.
[bookmark: _Ref80607974][bookmark: _Ref72745089]
SPS enhancements
In RAN1#110-e [4], different opinions on SPS enhancements were proposed and the following conclusion on SPS enhancements was achieved. 
	Conclusion
There is no consensus in RAN1 on the benefits of enhancing SPS for the purpose of XR capacity enhancement


In RAN2#119-e [5], the following agreement on SPS enhancements was made.
	Agreement
RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.


In this section, we will provide our views on SPS enhancements.
DL scheduling (SPS vs DG)
According to the conclusion on SPS enhancements achieved in RAN1#110-e [4], there is no consensus on the benefits of enhancing SPS for the purpose of XR capacity enhancement. SPS might be a candidate to serve XR DL traffic due to quasi-periodic characteristic and reduction of DCI overhead. However, according to R17 XR evaluation and agreement made in RAN2#119-e [5], PDCCH capacity is not assumed to be a problem for XR. Moreover, SPS is configured by RRC signaling and is activated by the DCI. That is, the SPS configuration cannot dynamically adapt to channel condition and varying frame size, which will have a negative impact on capacity if the channel condition deteriorates or a large frame arrives. Thus, the benefit of using SPS for XR transmission is not clear. 
[bookmark: _Ref115212672]Observation 7: For XR DL transmission, the benefits of using SPS is not clear compared with dynamic scheduling.
When using dynamic scheduling, the gNB can allocate radio resource for the UE when XR frame actually arrives so that it can solve the shift of arrival time caused by jitter. In addition, periodicity mismatch caused by XR non-integer period will not occur since the UEs can be scheduled for DL transmission on every D slot when using dynamic scheduling. Besides, radio resources would be allocated to adapt to variable XR frame size. Thus, dynamic scheduling seems more suitable for DL transmission.
[bookmark: _Ref115212676]Observation 8: Non-integer periodicity, jitter and variable frame size issues can be solved by dynamic scheduling for XR DL transmission.
Dynamic scheduling/grant enhancements
In RAN1#109-e [3], the following agreement on dynamic scheduling/grant enhancements was achieved. In this section, we will provide our views on these enhancements.
	Agreement
To study whether/how to support a candidate capacity enhancement technique for XR traffic based dynamic scheduling/grant transmissions, companies are encouraged to consider the following studies:
· [bookmark: _Hlk109064268]Study enhancements related to extending capability of single DCI scheduling multi-PDSCHs/PUSCHs for FR2-2 to FR1/FR2.
· Note: whether and how to discuss enhancements may depend on the outcome of Rel-17 B52.6G UE feature discussion
· Study enhancements related to HARQ-ACK and/or CBG transmissions for single DCI scheduling one or multi PDSCH(s).
· Study enhancements related to allowing different configurations per PDSCH/PUSCH
· Study enhancement related to scheduling request and/or BSR with the focus on L1 enhancements.
· Note: Other studies are not precluded as well as the combination of the above studies.
Follow the common principle for assessment of the candidate capacity enhancement technique.


Enhancements related to SR
Enhancement to enable accurate UL delay-aware scheduling
According to the XR evaluation of Rel-17, some enhanced schedulers, e.g., delay-aware scheduler which takes the remaining delivery time of the XR video frame into account, can achieve large capacity gain. Generally, for delay-aware scheduling, gNB prioritize scheduling users whose packet is about to expire and thus can meet more UE’s PDB requirement and increase capacity. For DL transmission, the buffering time can be aware by the gNB through gNB implementation.
For UL transmission, according to current specification, after UL data arrives, a UE may need to first report SR and then report BSR to the gNB before being scheduled. The gNB can be aware of UL data arrival of a UE only when an SR or BSR is received. Therefore, there exists a time gap between the actual UL data arrival time and the time when an SR or BSR is receive, such that gNB does not have accurate delay information of UL data, resulting in inaccurate delay-aware scheduling and causing capacity loss. For example, for typical TDD configuration, e.g., DDDSUDDDSU as agreed in R17 XR, the maximum delay between data arrival and SR or BSR can be 5 slots. If 15 kHz SCS is used, the delay can be as large as 5 ms. For DDDDD DDSUU configuration, the maximum time gap between data arrival and SR or BSR can be 9 ms. 
[image: ]
[bookmark: _Ref109763578]Figure 6. Example of time gap between data arrival and SR
To cope with the above issues, one straightforward way is to let the gNB knows the exact UL data arrival time, so that it can perform more accurate delay-aware scheduling, i.e., schedule UEs transmission and manage network resources more effectively. We simulated the following cases to show the capacity gain of such enhancement:
· Case 1 (C1: Proportional Fair scheduling): we assume gNB uses PF scheduling, i.e., the scheduling priority of each user is calculated as the ratio of the instantaneous data rate over the historical data rate. The gNB does not consider delay during scheduling.
· Case 2 (C2: Delay-aware, gNB is not aware of the exact data arrival time): we assume gNB is not aware of the exact UL data arrival time, and can only apply SR or BSR reception time for delay-aware scheduling. 
· Case 3 (C3: Delay-aware, gNB is aware of the exact data arrival time): we assume gNB is aware of the exact data arrival time, and uses the exact data arrival time for delay-aware scheduling.
In this simulation, we consider DDDSU configuration, and assume SR/BSR is reported every 2 U slots in all 3 Cases. Other simulation assumptions are listed in Appendix A.
The simulation results are in Figure 7. By comparing C1 and C2, it is observed that delay-aware scheduling can increase capacity, but since the gNB cannot know the exact remaining delivery time, the XR capacity gain using delay-aware (C2) can be improved by only 6.7% compared with PF scheduling (C1). If gNB is aware of the exact data arrival time (C3), the capacity can be largely increased. For C3, The XR capacity can be improved by 26.67% compared with PF scheme (C1), and improved by 18.7% compared with C2.
Therefore, similar to reporting buffer status information of UL traffic to the gNB, it is also beneficial to support UE indicating the exact data arrival time or the remaining delivery time of the UL traffic for delay-aware scheduling. The detailed indication can be further studied, e.g., via enhanced SR, BSR, or new MAC CE. Since SR is transmitted first before BSR and MAC CE, it is preferred to use enhanced SR to indicate this information, e.g., multi-bits SR can be introduced.
[bookmark: _Ref111240826]Observation 9: As shown in Table 2, the network capacity of the UL AR video stream can be improved by applying delay aware scheduling. If gNB is aware of the exact data arrival time, the capacity can be largely increased.
[bookmark: _Ref111238173]Table 2. Capacity of the UL AR video stream with 10Mbps in FR1 Dense Urban MU-MIMO
	Scheduling scheme
	Case 1
(Proportional Fair)
	Case 2
(Delay-aware, gNB is not aware of the exact data arrival time)
	Case 3 
(Delay-aware, gNB is aware of the exact data arrival time)

	Average number of supported users per cell
	3.0
	3.2
	3.8

	Capacity improvement over Case 1
	-
	6.7%
	26.67%



[bookmark: _Ref110884553]Proposal 2: To enable accurate UL delay-aware scheduling, support UE indicating to the network the data arrival time or the remaining delivery time of UL XR traffic via multi-bits SR.
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[bookmark: _Ref111237317]Figure 7. Capacity results of the AR UL video stream with/without knowing the exact data arrival time
[bookmark: _Ref111240900]
Single DCI scheduling multi-PUSCHs/PDSCHs
In RAN1#110-e [4], the following agreement on single DCI scheduling multiple PUSCH/PDSCHs was achieved that RAN1 should make decision on whether to support extending single DCI scheduling multi-PDSCHs/PUSCHs to other SCS in FR1/FR2. 
	Agreement
RAN1 to make decision on the following in RAN1#110bis-e
· Support single DCI scheduling multi-PDSCHs/PUSCHs which is currently supported for FR2-2 to other SCS in FR1/FR2


Single DCI scheduling multiple PXSCHs has been studied in Rel-17 B52.6GHz with the benefit of control signaling overhead saving. Multi-PUSCH is already supported for FR1, FR2-1 and FR2-2 for all SCS, while multi-PDSCH is limited to FR2 and sub-carrier spacing (SCS) from 120 kHz up. Currently, multi-PXSCHs scheduled by one DCI have the same MCS value and frequency domain allocation indication. When SCS is low, like 15 kHz or 30 kHz, the channel condition may vary during several PDSCHs/PUSCHs. If several PDSCHs/PUSCHs scheduled by one DCI use the same MCS to transmit, it may decrease the XR capacity. Moreover, according to R17 XR evaluation, the bottleneck of XR capacity lies in the data channel rather than the control channel. Using multiple DCIs to schedule multiple PDSCHs/ PUSCHs may be more flexible and better for XR capacity. 
[bookmark: _Ref115212682]Observation 10: Single DCI scheduling multi-PDSCHs/PUSCHs may decrease the XR capacity.
[bookmark: _Ref115212411][bookmark: _Ref110884625]Proposal 3: RAN1 does not pursue enhancements related to single DCI scheduling multi-PUSCH/PDSCHs in XR SI.
Conclusions
In this contribution, we compare the capacity performance of CG and DG and then provide our views on XR-specific capacity enhancements techniques based on XR-specific traffic characteristics and proposed some detailed solutions for XR-specific capacity enhancements, including CG enhancements to handle variable frame size and SR enhancements for dynamic scheduling/grant. The following proposals and observations are given:
Proposal 1: For multiple PUSCHs CG transmission occasions in a period, support indicating to the gNB the unused PUSCH occasions within one CG period, so that gNB can re-allocate the unused PUSCH occasions to other UEs to avoid resource waste.
Proposal 2: To enable accurate UL delay-aware scheduling, support UE indicating to the network the data arrival time or the remaining delivery time of UL XR traffic via multi-bits SR.
Proposal 3: RAN1 does not pursue enhancements related to single DCI scheduling multi-PUSCH/PDSCHs in XR SI.

[bookmark: _Ref115212695]Observation 1: The pros and cons of the above four cases are as shown in Table 1:
Table 3. Pros and Cons of DG and CG
	Scheduling scheme
	Pros
	Cons

	Case1: Legacy DG (first SR, then BSR with small grant, then UL data)
	Not require prior information of XR traffic 
	Large delay due to SR/BSR report, thus causing capacity loss

	Case2: Legacy DG (first SR, then BSR with large grant, then remaining UL data)
	No delay due to BSR report
	Medium delay due to SR report, thus causing capacity loss especially when UL PDB is small

	Case3: Pre-scheduling DG (No SR, first BSR with large grant, then remaining UL data)
	No delay due to SR/BSR report
	Too ideal assumptions, may not be feasible in every real deployment.
E.g., it’s possible that gNB may not know accurate XR frame arrival/size information, UE may not be available to receive DCI in every slot (e.g., due to C-DRX, search space set, PDCCH skipping, etc.), etc.

	Case4: Configured Grant (CG)
	No delay due to SR/BSR report
	Need to handle variable frame size issue


Observation 2: Configured grant transmission can support more UEs compared with dynamic grant that requires SR/BSR report by reducing the transmission delay.
Observation 3: Pre-scheduling DG, which provides the upper bound of UL capacity in theory, has too ideal assumptions (e.g. gNB knows XR frame arrival/size information and UE are available to receive DCI in every slot), which may not be feasible in every real deployment. RAN1 needs to do comprehensive study which also considers more realistic assumptions.
Observation 4: For UL transmission, non-integer periodicity issue can be solved by configuring multiple CG configurations.
Observation 5: The size of XR frames/slices varies in a wide range which does not suite scheduling based on a fixed radio resource size.
Observation 6: CG resource is semi-statically configured and cannot adapt to the varying size of XR frames,
· If the size of CG resource is larger than the actual frame size, radio resources may be wasted;
· If the size of CG resource is not large enough to transmit the current frame, additional dynamic scheduling is needed, resulting in extra delay and reduced capacity.
Observation 7: For XR DL transmission, the benefits of using SPS is not clear compared with dynamic scheduling.
Observation 8: Non-integer periodicity, jitter and variable frame size issues can be solved by dynamic scheduling for XR DL transmission.
Observation 9: As shown in Table 2, the network capacity of the UL AR video stream can be improved by applying delay aware scheduling. If gNB is aware of the exact data arrival time, the capacity can be largely increased.
Table 2. Capacity of the UL AR video stream with 10Mbps in FR1 Dense Urban MU-MIMO
	Scheduling scheme
	Case 1
(Proportional Fair)
	Case 2
(Delay-aware, gNB is not aware of the exact data arrival time)
	Case 3 
(Delay-aware, gNB is aware of the exact data arrival time)

	Average number of supported users per cell
	3.0
	3.2
	3.8

	Capacity improvement over Case 1
	-
	6.7%
	26.67%


Observation 10: Single DCI scheduling multi-PDSCHs/PUSCHs may decrease the XR capacity.
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Appendix A: System Simulation Parameters
Table A-1. System level simulation assumption for FR1
	Parameter
	Value

	Scenarios
	Scenario-1: Dense Urban
	Scenario-2: Urban Macro

	Layout
	21cells with wraparound

	Channel Model
	UMa

	Carrier frequency
	4.0 GHz

	Bandwidth
	100 MHz

	Subcarrier spacing
	30 KHz

	Frame structure
	[DDDSU DDDSU] Detailed S slot format is 10D:2F:2U.

	Inter Site Distance
	200m
	500m

	BS Antenna Height
	25m

	BS Antennas
	Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)

	CSI-RS Port
	32

	UE Antenna Height
	General equation:  hUT=3(nfl – 1) + 1.5
·  nfl  for outdoor UEs: 1
· nfl for indoor UEs: nfl ~ uniform(1, Nfl ) where Nfl ~ uniform(4,8)

	UE Antennas
	Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	BS antenna pattern
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	TX Power
	BS : 44 dBm per 20MHz
	BS : 49 dBm per 20MHz

	UE MAX Power
	23dBm

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	SU-MIMO Proportional Fair/MU-MIMO Proportional Fair

	MCS
	Up to 256QAM

	UE distribution
	80% indoor, 20% outdoor

	UE speed
	3 km/h

	Channel Estimation
	Realistic

	Downtilt
	12 degree

	CSI acquisition
	CSI-RS: Period=5ms, Density=1, feedback delay=1ms, 4bit quantization, and modelling the error
SRS: Period=5ms

	Transmission scheme
	Close loop rank adaptation

	PHY processing delay
	UE PDSCH processing Capability #1

	PDCCH overhead
	2 symbols

	Target BLER
	10%

	Max HARQ transmission
	4


Note 1: For frame structure, U symbol of S slot is not used for uplink transmission.
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