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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN#98, a work item [1] was approved following the completion of the study item. The study examined complexity reduction techniques and processing relaxation with a goal of reducing the peak data rate to 10 Mbps [2]. The objectives of this work item include 
	· Further reduced UE complexity in FR1 [RAN1, RAN2, RAN4]
· UE BB bandwidth reduction
· 5 MHz BB bandwidth only for PDSCH (for both unicast and broadcast) and PUSCH, with 20 MHz RF bandwidth for UL and DL
· The other physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth.
· UE peak data rate reduction
· Relaxation of the constraint (vLayers·Qm·f ≥ 4) for peak data rate reduction
· The relaxed constraint is, e.g., 1 (instead of 4).
· The parameters (vLayers, Qm, f) can be as in Rel-17 RedCap.
· Both 15 kHz SCS and 30 kHz SCS are supported.
· Aim to define at most one Rel-18 RedCap UE type for further UE complexity reduction.
· The existing UE capability framework is used, and changes to capability signalling are specified only if necessary. By default, all UE capabilities applicable to a Rel-17 RedCap UE are applicable unless otherwise specified.
Notes:
· The work defined as part of this WI is not to overlap with LPWA use cases.
· Coexistence with non-RedCap UEs and Rel-17 RedCap UEs should be ensured.
· This WI considers all applicable duplex modes unless otherwise specified.
Check in RAN#98-e regarding:
· Whether UE peak data rate reduction for UE is limited only with UE BB bandwidth reduction or standalone
· Whether or not/how a separate early indication can be supported
· Other restrictions of the WI (e.g., connectivity restrictions, band, etc.)



Also related to the work item is the conclusion from the GTW discussions from RAN#97.
	conclusion: focus of RAN1 work should be on BW3 and PR1 for FR1 (with the understanding that the exact definition of BW3 will be revisited in RAN1);



TR38.865 [3] captured the evaluations, analysis, and recommendations from the study. From discussions in RAN#97, several companies had comments about the assumptions used in the evaluations as well as the recommendations. 
Before detailed discussions for this work item can occur, the open issues regarding baseband reduction, peak rate reduction, and early indication objectives need to be resolved. This contribution provides proposals to address those open issues. 
[bookmark: _Ref115331598][bookmark: _Ref129681832]Discussion
Background
Architecture
For discussion purposes, a high-level block diagram of the received downlink processing block is shown in Fig. 1. The blocks below correspond to those described in [3]. Examples of the FFT complexity are captured in Table 1 and are based on Tables F.5.3-1 and F.5.3-2 in [4].
A/D
FFT
Receiver processing
Post FFT Buffer
Control processing
LDPC decoding
HARQ buffer
Post FFT buffer

[bookmark: _Ref114475776]Fig. 1. High level receiver processing
[bookmark: _Ref114477856]Table 1. FFT sizes as a function of SCS and channel bandwidth
	SCS, kHz
	Bandwidth, MHz
	FFT size
	Cyclic prefix length (sym 0)*
	Samples/sym (FFT size + CP sym 0)

	15
	5
	512
	36 (40)
	552

	
	10
	1,024
	72 (80)
	1,104

	
	15
	1,536
	108 (120)
	1,656

	
	20
	2,048
	144 (160)
	2,208

	30
	5
	256
	18 (20)
	276

	
	10
	512
	36 (40)
	552

	
	15
	768
	54 (60)
	828

	
	20
	1,024
	72 (80)
	1,104


* In general, symbols starting on multiples of 0.5ms have a longer CP. For 15 kHz SCS, symbols 0 and 7 have longer CP. For 30 kHz SCS, symbol 0 has a longer CP.
Table 1 shows the larger FFT complexity of 512 points and 2048 points for 5 and 20 MHz bandwidths, respectively, is associated with 15 kHz SCS. For complexity discussions, we can focus on 15 kHz SCS unless it is necessary to consider 30 kHz SCS.
Depending on implementation, the size of the post-FFT buffer as shown in Fig. 1 may differ. Typically, the post-FFT buffer is double buffered; allowing the current slot to be stored while the previous slot is processed. Also, a selected portion of the FFT output may be stored in the buffer. For example, for a 15 kHz SCS, 20 MHz channel, 1,272 REs (12 REs/RB × 106 RBs) of the 2048-point FFT output is stored. Table 2 lists the size of the post-FFT buffer based on the number of RBs allowed for a bandwidth / SCS combination (Table 5.3.2-1 [4]).
[bookmark: _Ref114576172][bookmark: _Ref114734760]Table 2. Sizes of post-FFT buffer as a function of SCS and bandwidth
	SCS, kHz
	Bandwidth, MHz
	Number of RBs
	REs / symbol
	REs / slot

	15
	5
	25
	300
	4,200

	
	10
	52
	624
	8,736

	
	15
	79
	948
	13,272

	
	20
	106
	1,272
	17,808

	30
	5
	11
	132
	1,848

	
	10
	24
	288
	4,032

	
	15
	38
	456
	6,384

	
	20
	51
	612
	8,568



Table 2 shows the larger post-FFT buffer size of 4,200 REs and 17,808 REs for 5 and 20 MHz bandwidths, respectively, is associated with 15 kHz SCS.
Complexity reduction techniques
The following abbreviations are reused from [3]: further UE bandwidth reduction (“BW” for short) and further UE peak rate reduction (“PR” for short). In addition, the term “eRedCap UE” denotes a Rel-18 RedCap UE while “RedCap UE” denotes a Rel-17 RedCap UE.
From TR38.865 [3], BW3 is described as:
	In the study, the main UE bandwidth reduction options considered for FR1 are as follows:
· Option BW1: Both RF and BB bandwidths are 5 MHz for UL and DL.
· Option BW2 (optionally considered for evaluations): 5 MHz BB bandwidth for all signals and channels with 20 MHz RF bandwidth for UL and DL.
· [bookmark: _Hlk115340301][bookmark: _Hlk115340432]Option BW3: 5 MHz BB bandwidth only for PDSCH (for both unicast and broadcast) and PUSCH with 20 MHz RF bandwidth for UL and DL. The other physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth.
For the above bandwidth reduction options, the following aspects are considered:
· [bookmark: _Hlk115340710]The resource allocation spans a bandwidth of maximum 5 MHz.
· The same option is used for UL and DL.
· The same option is used for idle/inactive and connected mode.
· Note: As part of study of above options, it is not precluded to indicate that an observation is relevant for UL only or DL only.
· [bookmark: _Hlk115340610]For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 11 contiguous RBs are assumed to fit within the 5 MHz.
· Note: For 30 kHz SCS, 12 contiguous RBs are also optionally studied.



PR1 and PR3 are described as [3]:
	-	Option PR1: Relaxation of the constraint  for peak data rate reduction.
-	The relaxed constraint is 1 (instead of 4).
-	The parameters  can be as in Rel-17 RedCap [4].
…
· Option PR3: Restriction of maximum number of PRBs for PDSCH and PUSCH.
-	For 15 kHz SCS, the maximum number of RBs is 25.
-	For 30 kHz SCS, the maximum number of RBs is 11.
-	The restricted number of PRBs in Option PR3 is a hardcoded limit.
For the above peak rate reduction options, the following aspects are considered:
-	The studied peak rate reduction applies to both UE-specific (unicast) and common (broadcast) channels.
-	The resource allocation spans a bandwidth of maximum 20 MHz (maximum UE channel bandwidth).
-	The same option is used for UL and DL.
-	The same option is used for idle/inactive and connected mode.
-	Note: As part of study of above options, it is not precluded to indicate that an observation is relevant for UL only or DL only.



The following table lists the functions effected by several of complexity reduction techniques. Table 3 is based on TR38.865 [3].
[bookmark: _Ref115266087]Table 3. Areas of complexity reduction for several techniques, from TR38.865 [3].
	Block
	BW3
	PR3
	PR1

	Baseband: Post-FFT data buffering
	x
	
	

	Baseband: Receiver processing block
	x
	
	x

	Baseband: LDPC decoding
	x
	x
	x

	Baseband: HARQ buffer
	x
	x
	x

	Baseband: UL processing block
	x
	x
	x

	Note 1: BW3 may have different degrees of impacts on the post-FFT data buffering depending on the scheduling aspects (cross-slot scheduling, RF retuning, etc.).



BW3
In RAN#97 and RAN1#110, several companies indicated that they had different understandings of what BW3 meant and the baseband design for receiving PDSCH unicast and broadcast. Due to the different understandings, some companies questioned whether BW3 and PR3 are distinguishable. Furthermore, with the standards requirements during initial access, a basic question whether there is any complexity reduction possible with BW3/PR3. This section examines BW3 and PR3 in terms of complexity and provides observations / proposals for further clarification of the definition of BW3. Specifically, the uplink and downlink are examined separately. For the downlink, in light of the concerns raised especially on the complexity of broadcast with BW3, we compare the complexity reduction of BW3 considering in connected mode and initial access and summarize the analysis.
Uplink
For the uplink, since the RBs for PUSCH can be distributed across 20 MHz for PR3, a DAC for 20 MHz BW is needed. Some companies noted that the RBs for PUSCH should be contiguous for DFT-S-OFDM, but there has been limited discussion. For BW3, the 5 MHz restriction can enable use of a DAC for 5 MHz BW. Most companies have assumed the same 5 MHz resources are used for the duration of the slot, but it is not explicitly stated.
Proposal 1: For the description of BW3, confirm that the same 5 MHz resources are used for the duration of the slot.
For the uplink, the applicability of “The other physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth” leads to additional complexity given that the PUSCH is limited to 5 MHz. For example, when 20 MHz transmissions for SRS and/or PUCCH are in the same slot as PUSCH, the UE would have to operate with a baseband BW of greater than 5 MHz. Limiting PUCCH to resources within 5 MHz is already supported for RedCap UEs during initial access; thus it is easy to extend this support for connected mode for eRedCap UEs. For RACH, the selected RACH opportunity (RO) is no greater than 5 MHz in FR1. For SRS, channel estimates over 20 MHz may be obtained by aggregating several 5 MHz estimates.
Proposal 2: Update the description of uplink channels and signals in BW3
· PUCCH and SRS are restricted to 5MHz, at least when PUSCH is present and FFS when PUSCH is not present
· FFS for the 5MHz restriction of RACH
Regarding the number of RBs, there was a discussion about whether to investigate 12 RBs for 30 kHz SCS when studying the link performance of BW1. Because BW1 is not included in the work item, the 11 RB limit for 30 kHz, which is due to a 5 MHz RF BW, should be re-examined from the perspective of complexity. Because the RF bandwidth is 20 MHz, the 11 RB limit is not applicable for BW3. Furthermore, 11 RBs is not usable for PUSCH when considering DFT-S-OFDM while 12 RBs is allowable (12 is factorable into 2x3y5z with x, y, and z being non-negative integers). Also the bandwidth of 12 RBs is 4.32 MHz (=12 RBs × 12 REs/RB × 30 kHz/RE), which is less than 5 MHz. In addition, 12 RBs for 30 kHz SCS is needed for PRACH format B4 (for network compatibility). An additional RB may also be beneficial for placing PUCCH and SRS in 30 kHz SCS deployments.
Proposal 3: For the description of BW3, change the maximum number of RBs for 30 kHz SCS to 12, at least for the uplink.
When the resources for uplink transmissions are confined to 5 MHz, BW3 allows for lower implementation complexity for the uplink compared to PR3.
Downlink
When comparing BW3 and PR3 from an implementation perspective on the downlink, a complexity reduction for the post-FFT buffer is possible with BW3. The complexity for connected mode is first presented and then followed by the idle mode. A comparison is of the complexities is also provided.
Connected mode
In each slot, a RedCap UE can receive a PDCCH within a CORESET spanning 20 MHz, receive PDSCH in the same slot, and occasionally receive the SSB. In order to support these receptions, a RedCap UE performs a 2048-point FFT and stores the output into post-FFT buffer with a size of 17,808 REs, as shown in Fig. 1. An eRedCap UE supporting PR3 would operate like a RedCap UE up to and including the post-FFT buffer. With BW3, an eRedCap UE can reduce processing complexity and even the complexity of the post-FFT buffer if it knows which resources are used beforehand. The following analysis considers same slot scheduling (K0=0) vs. cross-slot scheduling (K00), as shown in Fig. 2(a) and (b), respectively. Fig. 2(b) shows the PDSCH beginning on the first symbol of the slot. With cross-slot scheduling, the PDSCH may begin on the first symbol.
Slot n
Slots n and n+1
(a)
(b)
20 MHz
5 MHz
PDCCH
PDSCH

[bookmark: _Ref114584179]Fig. 2. Location of shared channel after PDCCH. (a) same-slot scheduling (b) cross-slot scheduling
There are several scenarios to examine to assess post-FFT buffer sizes: receiving unicast PDSCH, unicast PDSCH with SSB in same slot and broadcast PDSCH. Note the scenarios presented here are based on comments that suggested same-slot scheduling be used and that the performance degradation and decoding time for broadcast PDSCH be minimized.
It is assumed that 15 kHz SCS is used, that a 3-symbol CORESET spanning 20 MHz is configured, and that the UE knows the 5 MHz region containing the PDSCH. The post-FFT buffer sizes in Table 4 are based on values from Table 2.
· Memory for CORESET is 3×1,272=3,816. Although a 96 RB CORESET (20 MHz for 15 kHz SCS) is configured in the MIB, this calculation assumes the entire 106 RB symbol is used.
· Memory for 11 symbol, 25 RB unicast PDSCH
· (same-slot scheduling): 3,300 = 11 × 300
· (cross-slot scheduling): 4,200 = 14 × 300. The value of 14 is assuming the entire slot contains PDSCH
· Memory for SSB and unicast PDSCH
· (same-slot scheduling): 5,940 = 11× (20+25) × 12, where the 20 term is for the SSB, 25 is for the PDSCH, and 12 REs/RB.
· (cross-slot scheduling): 7560 = 14× (20+25) × 12
· Memory for 48 RB broadcast PDSCH. The value of 48 is based on simulation assumptions in [3].
· (same-slot scheduling): 6,336 = 11× 48 × 12
· (cross-slot scheduling): 8,064 = 14× 48 × 12
[bookmark: _Ref115287472]Table 4. Sizes for post-FFT buffer in REs for BW3 for various scenarios, connected mode
	Scheduling
	CORESET
	Unicast PDSCH
	Unicast PDSCH and SSB
	Broadcast PDSCH
	Largest memory
	Note

	Same-slot
	3,816
	3,330
	5,940
	6,336
	10,152
	Largest memory is sum of CORESET and broadcast PDSCH in this row

	Cross-slot
	3,816
	4,200
	7,560
	8,064
	8,064
	Maximum of all values in row



The post-FFT buffer sizes in the table are based on conservative mapping and simple scheduling. Even if cross-slot scheduling is not supported, Table 4 still shows a complexity reduction in the post-FFT buffer with BW3. With same-slot scheduling of a 48 RB broadcast PDSCH, a 43% (= 1 – 10,152/17,808) complexity reduction is possible. This analysis shows BW3 does allow complexity reduction for post-FFT buffer and has lower complexity than PR3.
Observation 1: Analysis shows that at least a 43% reduction post-FFT buffer size for BW3 during connected mode is possible. 
The post-FFT buffer size can be reduced even further with some scheduling restrictions. In [11], we indicated that with cross-slot scheduling, 25 RBs for PDSCH (unicast and broadcast), and no PDSCH transmission in a slot with SSB, the complexity reduction is 77% (=1 – 4,200/17,808). With scheduling restrictions, it is possible to take advantage of double buffering for post-FFT buffer. For example, assume the double buffer size is 8,400 REs (doubling 4,200), and that DL transmissions are not expected in consecutive slots. It is possible to support same-slot scheduling of unicast PDSCH with its size of 7,146 (=3,816 [CORESET] + 3,330 [PDSCH]). In fact, it is possible to support same-slot scheduling of a broadcast PDSCH of 34 RBs (=(8,400 – 3,816 [CORESET]) / 11 sym / 12 RE/RB). In connected mode, cross-slot scheduling allows significant reductions (77% vs. 43%) over same-slot scheduling.
Idle / inactive mode
The following subsection examines the complexity of the post-FFT buffer for various stages of initial access.
SSB reception
While the center of the SSB is located on synchronization raster, the time location of the SSB is often obtained by searching for the PSS/SSS in the time domain. Once the PSS/SSS is detected, the UE can process the SSB by performing an FFT. Based on the rules in clause 4.1 of [8], Table 5 lists the number of slots containing SSB and the overall number of SSBs captured. The post-FFT buffer size for capturing the SSB is 2,880 REs (=12 symbols × 20 RBs × 12 REs/RB). 
[bookmark: _Ref114577890]Table 5. Slots containing CD-SSB (clause 4.1 [8])
	SCS, kHz
	Case
	Spectrum
	Freq, GHz
	Slots
	Total number SSB

	15
	A
	
	≤ 3
	0
	2

	
	
	
	> 3
	0, 1
	4

	
	
	shared
	
	0, 1, 2, 3, 4
	10

	30
	B
	
	≤ 3
	0, 1
	4

	
	
	
	> 3
	0, 1, 2, 3
	8

	
	C
	paired
	≤ 3
	0, 1
	4

	
	
	
	> 3
	0, 1, 2, 3
	8

	
	
	unpaired
	≤ 1.88
	0, 1
	4

	
	
	
	> 1.88
	0, 1, 2, 3
	8

	
	
	shared
	
	0 – 9
	20



CORESET#0 reception
Once the MIB is processed, the UE knows the SCS for the initial DL BWP, the size of the initial DL BWP, the location of the initial DL BWP with respect to the center of the SSB, the number of symbols for CORESET#0, and the monitoring occasions for CORESET#0. As described in clause 13 of [8], for SSB i, the UE monitors slots n0 and n0+1 according to

where O and M are obtained from Table 13-11 of [8] according to the MIB parameter searchSpaceZero. The frame containing these two slots is determined according to when both system frame number (SFN) and n0 are even or both SFN and n0 are odd. Some other observations are when M equals “1/2”, there are two CORESETs in a slot (occupying the first  symbols of the slot); and for searchSpaceZero ≥ 10, the index of first symbol containing CORESET#0 is non-zero (either 1 or 2). 
An analysis of the permutations of SSB index, O and M shows that slots contain CORESET, 2 CORESETs, CORESET with 2 SSBs, and 2 CORESET with 2 SSBs. For a slot containing one CORESET and 2 SSBs, the maximum width of the CORESET is 2 symbols. For a slot containing 2 CORESETs and 2 SSBs, the maximum width of the CORESET is 1 symbol.
The post-FFT buffer values for the different CORESET sizes are presented below. This information will be used when examining the post-FFT buffer needs of the PDSCH. 
· 1 CORESET (3 symbols) without SSB: 3,456 = 3 sym × 96 RB × 12 RE/RB. 96 RBs is the largest size of CORESET#0.
· 2 CORESET (6 symbols) without SSB: 6,912 = 6 sym × 96 RB × 12 RE/RB.
· 1 CORESET (2 symbols) with 2 SSBs = 2,304 = 2 sym × 96 RB × 12 RE/RB.
· 2 CORESET (2 symbols) with 2 SSBs = 2,304
PDSCH reception
During discussions in RAN1#110, some companies mentioned that same-slot scheduling, i.e. K0=0, for SIB1 is needed. After further checking (Tables 5.1.2.1.1-1 and 5.1.2.1.1-3 in [9]), the conditions for same-slot scheduling for PDSCH apply to other transmissions. Specifically, PDSCH scheduled by a PDCCH using a SI-RNTI, P-RNTI, RA-RNTI and TC-RNTI all have same slot-scheduling. Note that PDSCH scheduled by a PDCCH using SI-RNTI, P-RNTI, and RA-RNTI is a broadcast transmission while a PDSCH scheduled by a PDCCH using TC-RNTI is a unicast transmission.
Observation 2: Broadcast transmissions (SI-RNTI, P-RNTI, and RA-RNTI) use same slot scheduling
The size of post-FFT buffer is computed for several cases, assuming little specification impact. The values in Table 6 are based on the following calculations and the analysis of the CORESET#0 and SSB. A 48 RB PDSCH corresponds to a 10 MHz BW (for 15 kHz SCS) and would occupy the entire 20 MHz bandwidth for 30 kHz SCS.
· PDSCH Broadcast 48 RBs
· Starting on symbol 3: 6,336 = 11 sym × 48 RB × 12 RE/RB.
· Starting on symbol 6: 4,608 = 8 sym × 48 RB × 12 RE/RB.
· Starting on symbol 2: 6,912 = 12 sym × 48 RB × 12 RE/RB.
[bookmark: _Ref115302355]Table 6. Post-FFT buffer sizes for one slot during idle / inactive states. (15 kHz SCS)
	Scenario
	SSB
	CORESET
	PDSCH
	Total

	1 CORESET without SSB
	0
	3,456
	6,336
	9,792

	2 CORESET without SSB
	0
	6,912
	4,608
	11,520

	1 CORESET with 2 SSB
	2,880
	2,304
	6,912
	12,096

	2 CORESET with 2 SSB
	2,880
	2,304
	6,912
	12,096



Even with the worst-case configuration for eRedCap UEs, the post-FFT buffer size to receive a 48 RB broadcast and with same-slot scheduling is reduced by 32% (=1 – 12,096 / 17,808). 
Observation 3: Analysis shows that at least a 32% reduction post-FFT buffer size using a worst-case scenario for BW3 during idle / inactive mode is possible. 
The computed 32% reduction is based on minimal specification impact. RAN1 can also explore options to further reduce post-FFT buffer complexity for the idle state: Options to consider include
· Restrict certain search space configuration for CORESET#0 (based on searchSpaceZero) 
· Consider how to use cross-slot scheduling
· Consider a smaller value for the broadcast PDSCH size
· When PDSCH and SSB are transmitted, the number of RBs captured is less than the sum of PDSCH and SSB. Example can be 48 RBs (20 RBs for SSB and 28 RBs for PDSCH) are captured instead of 68 RBs.
Summary
The complexity comparison between the connected and idle/inactive states shows that the complexity of the idle/inactive states is higher. This is reflected by the sizes of the post-FFT buffer. Although the amount of data processed in significantly less in terms of transport blocks in the idle state, its instantaneous processing load can be higher than in the connected mode. Still, comparing the 43% post-FFT buffer reduction for the connected state to the 32% reduction for the idle state, when including the handling of initial access 32% is reduced but still significant. 
This analysis of post-FFT buffer sizes shows that BW3 has additional complexity reduction compared to PR3. Also, it is possible to increase the amount of complexity reduction by considering some broadcast size restrictions and limits on scheduling.
Proposal 4: Based on the analysis, RAN1 should focus the work item using the BW3 technique.
Based on the analysis, the following proposal for the BW3 is
Proposal 5. Adopt the following definition for BW3
· 20 MHz RF bandwidth for UL and DL.
· The resource allocation spans a bandwidth of maximum 5 MHz for unicast PDSCH and PUSCH.
· The resource allocation spans a bandwidth of maximum [<= 10] MHz for broadcast PDSCH.
· The other DL physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth.
· The other UL physical channels and signals operate within a bandwidth of maximum 5 MHz.
· Same resources within 5 MHz and [<= 10 MHz] used for duration of slot.
· For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 12 contiguous RBs are assumed to fit within the 5 MHz.
PR1 as an add-on
PR1 was extensively examined in the study phase. For discussion purposes, the 1Rx estimates are restated in Table 7 using the complexity estimates that were captured in the TR [3].
[bookmark: _Ref114662516]Table 7. Average UE complexity reduction achieved by PR reduction options compared to corresponding Rel-17 baselines. (From Table 7.3.2-7 [3])
	Option
	FD-FDD 1Rx
	TDD 1Rx

	PR1
	4.13%
	4.02%

	PR2
	4.26%
	4.16%

	PR3
	7.06%
	6.74%



Most companies did not support PR1 as the option for down-selection in RAN#97 with one reason being that the complexity reduction for PR1 was the smallest among all techniques. In looking at the processing diagram in Fig. 1, PR1 does not affect any of the front-end baseband processing. Consequently, if an eRedCap UE is based solely on PR1, its physical layer (i.e. REs) could support Rel-17 RedCap throughputs of >50 Mbps while its HARQ buffers / LDPC decoding support the target data rate of 10 Mbps. This imbalance of supported data rates is not desirable.
Another reason why some companies did not support PR1 as an option for down-selection was the discussion about L2 buffer size in Rel-17. L2 buffer size reduction was not included in the Rel-17 study phase nor in the work item objectives. Despite that, RAN2 asked RAN1 for its inputs in RAN1#106b. However, in the LS response [10], RAN1 stated that it did not reach any consensus about modifying the L2 buffer size including options regarding the product  being greater than [1.5] and values of  being less than 0.4 (see Appendix A-1). As an observation, both these options are part of the description for PR1. If RAN1 had reached consensus, a RedCap UE would have included PR1 at that time.
Observation 4: By considering PR1 alone for Rel-18 RedCap, RAN1 is effectively revisiting Rel-17 RedCap feature discussions to include L2 buffer size reduction for RedCap UEs.
Some companies observed that BW3 could support a peak data rate of nearly 20 Mbps [11]. Although this peak data rate is greater than the target rate, BW3 alone would be acceptable for meeting the target data rate goals. Because the unicast BW is restricted to 5 MHz for BW3, after applying the formula in [6], the peak data rate can be expressed as 20.06f(j) and 17.66 f(j) for 15 and 30 kHz SCS, respectively [11]. Among the current values of f(j){1, 0.8, 0.75, 0.4}, the value of 0.75 (also 1 and 0.8) still ensures the product  and that the peak data rate is 15 and 13.25 Mbps for 15 and 30 kHz SCS, respectively. 
As a compromise, some companies are willing to consider including PR1 as an add-on with BW3 in order to fine-tune the peak data rate to the target data rate [3]. In addition, the add-on PR1 provides a modest complexity reduction on top of what is provided by BW3. Table 9 in Appendix A-2 provides the complexity reduction with the add-on.
	Some of the companies who participated in the study also wanted to include one or both of the following options in the above list, for RAN plenary to assess the trade-off between degree of complexity reduction and specification impact.
-	Option PR1:
…
Furthermore, RAN1 recommends that Option PR1 is considered as a potential add-on. Whether to adopt this potential add-on can be decided during WI phase.



Another point is the study only examined the complexity reduction for FR1. Some companies proposed applying PR1 for FR2. Besides the fact complexity reduction for FR2 was never addressed, this is the same issue of applying L2 buffer reduction to a RedCap UE. That was not agreed in Rel-17 and should not be revisited in Rel-18.
Proposal 6: The Rel-18 WID should not include objectives for PR1 alone in FR2.
Even if PR1 is agreed as an add-on, it is quite possible that PR1 and BW3 may be listed as independent features during feature discussions. If they are independent, it could be possible that an eRedCap UE could only support PR1. To avoid such a situation, the basic feature description for an eRedCap UE must include BW3. Then either PR1 could be a component or be a dependency of the FG containing BW3. While it is too early for feature discussions, we should be cognizant of the decisions and impacts to features.
Proposal 7: The basic feature group for Rel-18 RedCap includes BW3.
Early indication
Background
The objectives for the Rel-17 RedCap work item included early indication [5]
	Specify functionality that will enable RedCap UEs to be explicitly identifiable to networks through an early indication in Msg1 and/or Msg3, and Msg A if supported, including the ability for the early indication to be configurable by the network. [RAN2, RAN1]



This objective led to the following feature description in [6].
	supportOfRedCap-r17
Indicates that the UE is a RedCap UE with comprised of at least the following functional components:
-	Maximum FR1 RedCap UE bandwidth is 20 MHz;
-	Maximum FR2 RedCap UE bandwidth is 100 MHz;
-	Support of RedCap early indication based on Msg1, MsgA and Msg3 for random access;
-	Separate initial UL BWP for RedCap UEs;
-	Separate initial DL BWP for RedCap UEs.
A RedCap UE shall set the field to supported.



With early indication in Msg1, the base station knows that the Msg3 resources must be located within the separate initial UL BWP (if configured) and that CORESET for RA-RNTI and the location of Msg2 is within the separate initial DL BWP (if configured). In addition, the base station would know to monitor the PUCCH resources for RedCap UEs for the Msg4 feedback. Even if Msg1 early indication is not configured by the base station, a RedCap UE can use Msg3 early indication [7] (a dedicated LCID is used when Msg3 includes CCCH data).
	A RedCap UE can be identified by the network during Random Access procedure via MSG3/MSGA from a RedCap specific LCID(s) and optionally via MSG1/MSGA (PRACH occasion or PRACH preamble). For RedCap UE identification via MSG1/MSGA, RedCap specific Random Access configuration may be configured by the network. For MSG3/MSGA, a RedCap UE is identified by the dedicated LCID(s) indicated for CCCH identification (CCCH or CCCH1) regardless whether RedCap specific Random Access configuration is configured by the network.



It is noted that the Rel-17 early indication is related to UE type. One reason for early indication is to at least ensure that transmissions are within the bandwidth of the RedCap UE.
Rel-18 study
For BW3, the number of RBs available during initial access is one-fourth the number of RBs within the channel bandwidth. To ensure that Msg3, Msg4, and other transmissions are within the 5 MHz BW of BW3, companies noted that some type of early indication for BW3 may be needed. How early indication would be specified was not addressed in the study. 
Rel-18 WID
The objective/note “Whether or not/how a separate early indication can be supported” indicates that an eRedCap UE at least supports the RedCap early indication framework. 
For Rel-18 RedCap, with BW3, there are several scheduling constraints during initial access. The resources of the Msg3 allocation should not be located over a span over 5 MHz. The scheduled UL resources after Msg4 or scheduled DL resources starting from Msg4 should not have allocations greater than 5 MHz. These scheduling constraints suggest that that a separate early indication may be needed for Rel-18. To illustrate:
In one scenario, a RedCap UE and a non-RedCap UE are operating in the same 20 MHz channel. Since the channel bandwidth is not larger than the RedCap maximum bandwidth, early indication using Msg1 is not necessary since Msg3 is available to provide early indication. When an eRedCap UE attempts initial access, it may fail because the allocation for Msg3 spans over 5 MHz. This example shows that a separate early indication is needed for an eRedCap UE. Even if the allocation for Msg3 is within 5 MHz, the eRedCap UE uses the same LCID for RedCap UEs. Subsequent allocations for either the downlink or uplink may not be received correctly because their size is too large (in either TBs or RBs). With HARQ, it is possible to receive content if there are too many scheduled RBs, but the cost is more retransmission. When the TB exceeds the maximum TBS supported by an eRedCap UE, there may be unrecoverable encoding / decoding failures (e.g., failure in code block segmentation due to too many code blocks).
In another scenario, a RedCap UE uses Msg1 early identification. When an eRedCap UE performs initial access, it uses the Msg1 early indication framework. Because the network cannot distinguish between a RedCap UE and an eRedCap UE, the eRedCap UE may fail initial access because the span of Msg3 is greater than 5 MHz. 
These examples show that separate early indication seems to be needed for Rel-18. From a UE side there is little difference in how early indication is supported, and it is up to the gNB how it wants to configure the early indication.
Proposal 8. Update the WID objective for early indication to be “How a separate early indication can be supported”

Conclusion
This contribution examines BW3, PR1, and early indication.
Proposal 1: For the description of BW3, confirm that the same 5 MHz resources are used for the duration of the slot.
Proposal 2: Update the description of uplink channels and signals in BW3
· PUCCH and SRS are restricted to 5MHz, at least when PUSCH is present and FFS when PUSCH is not present
· FFS for the 5MHz restriction of RACH
Proposal 3: For the description of BW3, change the maximum number of RBs for 30 kHz SCS to 12, at least for the uplink.
Observation 1: Analysis shows that at least a 43% reduction post-FFT buffer size for BW3 during connected mode is possible. 
Observation 2: Broadcast transmissions (SI-RNTI, P-RNTI, and RA-RNTI) use same slot scheduling
Observation 3: Analysis shows that at least a 32% reduction post-FFT buffer size using a worst-case scenario for BW3 during idle / inactive mode is possible. 
Proposal 4: Based on the analysis, RAN1 should focus the work item using the BW3 technique.
Proposal 5. Adopt the following definition for BW3
· 20 MHz RF bandwidth for UL and DL.
· The resource allocation spans a bandwidth of maximum 5 MHz for unicast PDSCH and PUSCH.
· The resource allocation spans a bandwidth of maximum [<= 10] MHz for broadcast PDSCH.
· The other DL physical channels and signals are still allowed to use a BWP up to the 20 MHz maximum UE RF+BB bandwidth.
· The other UL physical channels and signals operate within a bandwidth of maximum 5 MHz.
· Same resources within 5 MHz and [<= 10 MHz] used for duration of slot.
· For 15 kHz SCS, 25 contiguous RBs are assumed to fit within the 5 MHz.
· For 30 kHz SCS, 12 contiguous RBs are assumed to fit within the 5 MHz.
For PR1
Observation 4: By considering PR1 alone for Rel-18 RedCap, RAN1 is effectively revisiting Rel-17 RedCap feature discussions to include L2 buffer size reduction for RedCap UEs.
Proposal 6: The Rel-18 WID should not include objectives for PR1 alone in FR2.
Proposal 7: The basic feature group for Rel-18 RedCap includes BW3.
For early indication
Proposal 8. Update the WID objective for early indication to be “How a separate early indication can be supported”
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Appendix
A-1: R1 LS reply in Rel-17 [10]
	· RAN1 discussed various options for use of peak rate scaling factor as potential means of L2 buffer size reduction for Rel-17 RedCap but has not arrived at a consensus on whether and how to pursue L2 buffer size reduction as a cost/complexity reduction feature till RAN1#106b-e.
· RAN1 does not intend to continue discussions on the issue unless further indication is received from RAN2.
· In addition to the options of maintaining Rel-15 specifications (no spec change) or defining that peak rate scaling factors are not applicable for Rel-17 RedCap UEs (i.e., scaling factor = 1), RAN1 also discussed the following options towards optimizing peak rate scaling factor for RedCap for L2 buffer size reduction:
· Relaxing the product of max number of layers, max modulation order, and scaling factor to < 4, and/or
· Reducing the scaling factor to < 0.4.
· While it was observed that Rel-15 specifications with the same scaling factors and constraints may still be available for RedCap UEs (no spec changes), RAN1 could not converge on whether the cost/complexity benefits are sufficient to justify the above options for optimization of peak rate scaling factor for RedCap changes for L2 buffer size reduction. 
· It was noted the proponent companies for optimizing peak rate scaling factor for RedCap towards L2 buffer size reduction could agree to relaxing the product to be smaller value (4->[1.5]) while keeping the existing scaling factor unchanged for Rel-17 RedCap.
It was also noted by multiple companies in RAN1 that more effective UE cost/complexity reduction features with the same performance impact were discussed and not pursued by RAN1 during the SI phase. Thus, such companies consider L2 buffer size reduction via peak rate scaling factor optimization as out-of-scope for the current WI.



A-2: BW3 and add-on PR1
A quick analysis of the savings with BW3 with add-on PR1 is provided. Section 7.3.2 of [3] stated that the complexity reduction of PR1 is due to “Baseband: LDPC decoding”, “Baseband: HARQ buffer”, and “Baseband: UL processing block”. Since the data rate of BW3 is roughly 20 Mbps [11] and the target data rate is 10 Mbps, an estimate reduction for BW3+PR1 is one-half of the decoding complexity and HARQ buffer of BW3. For the UL processing block, the amount of reduction is at most one-fourth of the value for BW3 because the data rate reduction affects encoding. Using the values from Table 7.2.2-1 and 7.2.2-2 of [3], an estimated complexity reduction is presented below.
Table 8. Complexity reduction for BW3+PR1
	
	FD-FDD 1Rx
	TDD 1Rx

	Reduced UE bandwidth
	Rel-15 reference
	BW3
	BW3+PR1
	Rel-15 reference
	BW3
	BW3+PR1

	RF: Power amplifier 
	25%
	24.09%
	24.09%
	25%
	24.05%
	24.05%

	RF: Filters
	10%
	5.06%
	5.06%
	15%
	3.94%
	3.94%

	RF: Transceiver (incl. LNAs, mixer, and local oscillator)
	45%
	23.76%
	23.76%
	55%
	19.05%
	19.05%

	RF: Duplexer / Switch
	20%
	19.52%
	19.52%
	5%
	4.97%
	4.97%

	RF: Total
	100%
	72.43%
	72.43%
	100%
	52.01%
	52.01%

	BB: ADC / DAC
	10%
	1.27%
	1.27%
	9%
	0.73%
	0.73%

	BB: FFT/IFFT
	4%
	0.65%
	0.65%
	4%
	0.38%
	0.38%

	BB: Post-FFT data buffering
	10%
	0.67%
	0.67%
	10%
	0.36%
	0.36%

	BB: Receiver processing block
	24%
	2.07%
	2.07%
	29%
	1.56%
	1.56%

	BB: LDPC decoding
	10%
	0.51%
	0.25%
	9%
	0.33%
	0.17%

	BB: HARQ buffer
	14%
	0.45%
	0.23%
	12%
	0.40%
	0.20%

	BB: DL control processing & decoder
	5%
	4.52%
	4.52%
	4%
	3.55%
	3.55%

	BB: Synchronization / cell search block
	9%
	5.06%
	5.06%
	9%
	2.45%
	2.45%

	BB: UL processing block
	5%
	1.69%
	1.27%
	5%
	1.70%
	1.28%

	BB: MIMO specific processing blocks
	9%
	3.91%
	3.91%
	9%
	2.21%
	2.21%

	BB: Total
	100%
	20.31%
	19.4%
	100%
	13.68%
	12.9%

	RF+BB: Total  
	100%
	41.15%
	40.6%
	100%
	29.01%
	28.5%



The average complexity reduction estimates from these BW reduction options compared to the corresponding Rel-17 RedCap baselines is presented in Table 9.
[bookmark: _Ref114814340]Table 9. Average UE complexity reduction compared to corresponding Rel-17 baselines
	Technique
	1Rx FD-FDD
	1Rx TDD

	BW3 (Table 7.2.2-7 of [3])
	8.02%
	7.66%

	BW3+PR1
	9.23%
	9.15%



