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Introduction
AI/ML for physical layer has gained tremendous interest in academic and industry research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. In addition to evaluation the potential gain of AI/ML based approach, potential specification impact will be identified through the study.  
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback






AI based CSI enhancement is one of the key use cases which provide unique view on AI/ML for air interface framework. In this paper, we focus on the potential specification impact to enable auto-encoder/decoder based CSI feedback enhancement.  
Use case discussion   
In RAN1 109-e, the CSI compression use case is agreed [2]. 
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 









Other than CSI compression use case, CSI prediction is another use case that has been proposed. Unlike CSI compression, which is a two-sided model, CSI prediction is single sided model which can be used in either the UE side or the gNB side. In addition, CSI prediction is a use case which explore time domain correlation of the channel property. Therefore, it is worth to study the CSI prediction use case for CSI enhancement. 

Proposal 1:    Consider time domain CSI prediction using one-sided AI model as one representative sub use case for R18 AI based CSI study. 
Potential specification impact for CSI compression 
AI model training   
In NR specification, the UE measures the DL channel based on CSI-RS configuration. The UE does not know the antenna configuration, antenna virtualization or deployment scenarios such as mTRP or sTRP, as they are transparent information. To enable training different AI models for different cases to optimize the AI performance, additional assisted signaling can be added in CSI-RS set configuration, which can help the UE to classify different channel measurement to train separate neutral network to optimize performance.   
Proposal 2: Consider training assisted information in CSI-RS configuration for different training data set.
Auto-encoder/decoder based deep learning trains the overall encoder and decoder neural network by minimizing the overall loss function of the decoder output versus the encoder input. The encoder/decoder training collaboration is required, to ensure the encoder/decoder work together properly. 

In RAN1 109-e, four different training collaboration have been discussed. Two types trained the encoder/decoder at one entity, and either encoder or decoder is transferred over the air, as shown in Fig 1.  
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(a) Auto encoder/decoder trained at the network side and encoder is transferred to the UE
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(b) Auto encoder/decoder trained at the UE side and the decoder is transferred to the network
Fig. 1. Type 1 and Type 2 training with model transfer 

In addition, type-3 and type-4 training collaboration have been discussed. For type 3, an offline engineering event between different vendors have been proposed. With the added engineering effort, vendors know how encoder and decoder are paired together. Type-4 training collaboration train encoder and decoder separately with over the air training data exchange.  

Table I summarizes the pros/cons of each approach. Since each training collaboration approach has its benefit and drawbacks, RAN1 should study all different options for better understanding and discussion. 

Table I: Pros/Cons of different training collaboration

	
	Pros
	Cons

	Type 1
	Single gNB trained ML model adopted by UEs. NW can choose optimized loss function for MU-MIMO, C-JT etc.


	High requirements for UE implementation. UE hardware may not support/optimized for NW designed model.  Model representation format (MRF) might not compatible at UE.
  

	Type 2
	Simpler UE. Allow optimized hardware and model design. Single UE model work with any gNB. 

	Loss function does not match NW implementation. In a slot multiple ML models may need to be executed at gNB side to receive from multiple UEs. MRF at gNB issue.

	Type 3
	Optimized for UE/gNB hardware separately. Allow NW select optimized loss function. ML model kept proprietary for UE/NW separately

	High storage for UE/NW. High engineering overhead. Scalability can be an issue for multi-vendors. No fine-tune of model seems possible. 


	Type 4
	Optimized for UE/gNB hardware separately. ML model kept proprietary for UE/NW separately, etc.
	Large training overhead due to sharing of intermediate training labels. Potential performance loss due to un-matched models. 




Proposal 3: Consider four types of training collaboration for two-sided CSI compression use case.  
· Type 1: NW trained and at least encoder is transferred to UE. 
· Type 2: UE trained and at least decoder is transferred to NW
· Type 3: Offline engineering event where UE trained encoder/gNB train decoder through split learning 
· Type 4: Separate training with training collaboration

Model inference
Domain knowledge has been widely used in traditional codebook design. In type II code book, the spatial domain bases and frequency domain correlation are both used to reduce the feedback overhead. Similar conversion was also used in [2] to pre-process the data set for AI input, and the following research [3-7] also used similar domain knowledge processing.  It is also possible to design neural network to automatically extract the spatial/frequency/time correlation therefore no processing is used. It is possible different vendors might design the neural network differently, therefore whether and how the data is preprocessed for AI model input needs to be studied. If both are found beneficial, then the use of preprocessing can be signaled to the UE for encoder inferencing.  

Proposal 4: Input to the AI encoder including potential pre-processing needs to be signalled.
It is possible that a set of neural networks are designed or downloaded to the UE, corresponding to different neural network design methodology. Different neural networks might be defined for different channel condition, different rank, and different feedback overhead. After the UE perform CSI-RS measurement, the UE needs to decide the best rank and choose the corresponding neural network encoder. In this case, UE is likely to include the neural network information in the CSI report so the gNB knows the corresponding decoder to choose.  

Proposal 5: Output of the AI encoder needs to be signalled, including RI, CQI, inferencing output and potential encoder neural network ID.
In traditional DL CSI acquisition, there are two schemes on high level: CSI feedback based, and SRS based. For SRS based CSI acquisition, UE sends SRS, and gNB performs measurement on the SRS. How the precoding and the corresponding MCS is derived is gNB’s responsibility. UE feedback wideband CQI for inference level indication. For CSI feedback-based CSI acquisition, the UE will calculate RI, PMI and the corresponding CQI and feedback to the gNB. UE should ensure the RI, PMI and CQI meet the requirement defined by RAN4 for PMI test.   

For AI based CSI feedback, how to calculate CQI needs to be discussed. For training collaboration level 1, 3 and 4, the UE will have limited control of the precoder calculation since the AI decoder is only available at the network side. It would be problematic to ask the UE to generate a CQI report with the PMI of decoder output. Therefore the CQI can be wideband CQI similar to SRS based approach, or assume perfect eigen-vector. For training type 2, since AI encoder and decoder is trained by the UE, the UE might be able to perform decoder inferencing where traditional CQI calculation can be reused.  

Proposal 6: RAN1 further discuss CQI definition for AI based CSI compression.  

If domain preprocessing is used to process the encoder input, then similar post-processing of the decoder output is required, to obtain the PMI for DL precoding. 

Proposal 7: Output of the AI decoder including potential post-processing needs to be signalled.

Life cycle management   
AI model transfer aspect can be discussed in general section since the potential specification impact of AI model transfer is common to all use cases.  
 
For training, type-1, type-2 and type-3 training can be implementation-based solution. For training collaboration type 4, training procedure and corresponding training data exchange needs to be specified.  

The AI inferencing can be activated/de-activated or switched to a different AI model, by RRC configuration. Additional signaling on top of current MIMO RRC signaling can be used, such as a new report type or a new codebook type in reportConfig.  

For CSI performance monitoring, both the UE or the gNB monitor the AI compression performance, using PDSCH BLER or DL throughput.  

To support AI model update, in case of training collaboration type 1 and type 2, the model update can be part of model transfer procedure. For type 3 training collaboration, additional offline multi-vendor engineering events are needed to update the model in sync. For type 4, additional training data needs to be exchanged between the UE and the NW.  
Proposal 8: Activation/de-activation/switching can be enabled by RRC configuration.  
Proposal 9:  Performance monitoring can be done at the UE and the gNB based on DL throughput or PDSCH BLER.    
Potential specification impact for CSI prediction  
 
AI based CSI prediction is one sided model. When CSI prediction is performed at the UE side, training data set, model selection, training, inferencing can be up to UE implementation. For performance monitoring, the UE can monitor the prediction performance by comparing predicted channel versus next CSI-RS measurement. 

To enable CSI prediction, potential specification impact include: 
· UE report capability of support AI based CSI prediction.
· UE request to activate/de-activate of CSI prediction based on inferencing accurate and UE speed.
· NW configure/activate CSI prediction, potentially with desired prediction time window.   
Proposal 10: For CSI prediction use case, potential specification impact including UE capability signaling, UE request and NW activation/de-activation signaling.    

Conclusion
In the paper, we discuss the potential specification impact on CSI compression and CSI prediction use case. The proposals are: 
Proposal 1:    Consider time domain CSI prediction using one-sided AI model as one representative sub use case for R18 AI based CSI study. 
Proposal 2: Consider training assisted information in CSI-RS configuration for different training data set.
Proposal 3: Consider four types of training collaboration for two-sided CSI compression use case.  
· Type 1: NW trained and at least encoder is transferred to UE. 
· Type 2: UE trained and at least decoder is transferred to NW
· Type 3: Offline engineering event where UE trained encoder/gNB train decoder through split learning 
· Type 4: Separate training with training collaboration
Proposal 4: Input to the AI encoder including potential pre-processing needs to be signalled.
Proposal 5: Output of the AI encoder needs to be signalled, including RI, CQI, inferencing output and potential encoder neural network ID.
Proposal 6: RAN1 further discuss CQI definition for AI based CSI compression.  
Proposal 7: Output of the AI decoder including potential post-processing needs to be signalled.
Proposal 8: Activation/de-activation/switching can be enabled by RRC configuration.  
Proposal 9:  Performance monitoring can be done at the UE and the gNB based on DL throughput or PDSCH BLER.    
Proposal 10: For CSI prediction use case, potential specification impact including UE capability signaling, UE request and NW activation/de-activation signaling.    
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