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Introduction
In this document, we present views on training scenarios and types of collaboration for the use case of CSI feedback enhancement, focusing on the sub-use-case of CSI compression using two-sided AI/ML models. In addition, we also discuss potential specification impact and the selection of sub-use-cases.
Selection of sub-use-case for CSI feedback enhancement
In RAN1-109e [1], the following agreement was made regarding sub-use-case selection
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case.
In this sub-use-case, the UE applies a UE-side AI/ML model to derive a compressed representation of the channel features derived from measurements on the CSI-RS resources. It then transmits this compressed representation to the network (e.g., gNB). Subsequently, the network applies a NW-side AI/ML model to derive a reconstructed version of the channel features. More generally, the version reconstructed by the decoder may be a desired function of the channel features that were input to the encoder. Since the inference operation is bilateral across two nodes – the UE and the gNB – this approach may be termed cross-node (or X-node) or two-sided ML-based CSI feedback.
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Figure 1: Two-sided ML for CSI compression and reconstruction

Benefits of X-node ML
An important benefit of this approach is that in comparison to the classical approach of pre-specifying the content of the CSI feedback message, X-node ML allows a data-driven approach to determine the actual content of the feedback message. This is possible because the encoder and decoder operations are tailored to the actual channel realizations during the ML model training process. Such flexibility and ability to customize the models to different scenarios enable more efficient compression and therefore a better tradeoff between the feedback overhead and reconstruction accuracy. It is expected that these benefits would translate into throughput gains for the end-user.

Since X-node ML requires collaboration between the UE and the network to enable inference to be bilateral across the nodes, this use case covers a more general scenario than the case the ML operation is restricted to one side of the air interface. Therefore, studying this sub use case is expected to provide broader insights on the potential specification requirements to enable a ML-based air interface.
Channel prediction over time is another potential sub-use case for CSI enhancement. In the new work item on MIMO evolution approved at RAN #94, a study on CSI reporting enhancements by exploiting time domain correlation is listed as one of the objectives [2]. Considering that the outcome of that study may provide a suitable baseline for evaluating ML-based channel prediction schemes, it may be beneficial to wait for the results of that study before studying ML-based channel prediction. 
Based on the discussion above, it would be useful if 3GPP RAN1 focused on channel compression and reconstruction and studied different aspects of specification impact required to support this sub use case.
[bookmark: _Toc111099724][bookmark: _Toc111186183] The study item should focus on the sub-use-case of spatial-frequency domain CSI compression and reconstruction of observed channel features using two-sided AI model; other sub-use-cases can be studied with lower priority.

Collaboration and training scenarios for CSI feedback based on two-sided AI/ML models
In this section, we discuss the training framework, different options for how the two-sided AI/ML model may be trained and how the network (NW) and the user equipment (UE) may collaborate in the CSI feedback use-case. 
Training framework
Figure 2 illustrates the training framework assumed in this discussion. In the data collection operation, UEs make measurements of downlink (e.g., CSI-RS) transmissions and upload them to a data collection entity which could be a vendor-specific server. Each data sample is processed to determine the corresponding CSI. For example, the processing may include channel estimation and precoder computation. Note that this reference CSI is the reference output of the NW-side model corresponding to the data sample for AI/ML model training purposes.
[image: ]
[bookmark: _Ref110940365]Figure 2: Training framework for two-sided AI/ML model for CSI feedback
In this framework, for the special case where the pre-processing is functionally identical to the CSI computation block, the input to the UE-side model is the target CSI itself. One example of such operation is that the inputs to the UE-side model are the eigen vectors of the channel, and the output of the NW-side model are also the eigen vectors. However, in general, the input to the UE-side model may be different from the target CSI.
[bookmark: _Toc111186201] For CSI feedback based on two-sided AI/ML model, the input to the UE-side model may be different from the target CSI that is used as a reference output for the NW-side model.
In legacy CSI framework, while the meaning associated with the target CSI is specified (for example, the PMI, RI, or CQI) the method used to derive the target CSI from the downlink measurements is left to UE implementation. This allows the UE implementation to optimize the tradeoff between complexity and performance in a device-specific manner. For AI/ML-based CSI feedback, such a framework should be preserved. This implies that during the generation of the dataset, the target CSI should be derived by the UE side. Otherwise, a mismatch would result in the method used to compute the target CSI in the dataset and the pre-processing used in generating the CSI feedback.
[bookmark: _Toc111186184] While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side.

The downlink measurement data and the corresponding target CSI are used for training the two-sided AI/ML models. Different variations of the training process are discussed next.
Collaboration scenarios for two-sided AI/ML models
The following agreement was made in RAN1-109e [1] regarding the collaboration levels between the network and UE:
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary
In the near term, on-device AI/ML models for the CSI feedback enhancement use case would require offline target-specific development, optimization, and testing. Due to this consideration, the device vendor must be involved in the development of the model that the device needs to use for inference. As an example, the UE-side vendor should be involved in developing the UE-side model that the UE must run, and the NW-side vendor should be involved in developing the NW-side model that the gNB must run. 
If a model is transferred from one node to another node (for example, from the NW to the UE) and if the model was not optimized for the receiving node, then running inference using this model may require advanced capability of in-device model compilation at run-time. Online training of an on-device model over the air-interface would have similar requirements as the model cannot be optimized and tested ahead of time. The ability to perform inference using models that were not developed specifically for the target may be possible in the long term.
[bookmark: _Toc111186202] It is not feasible for a device to perform inference using an AI/ML model that was transferred to it without prior offline target-specific optimization and testing.
In addition, online training over the air-interface may result in significant resource overhead to exchange model parameters and gradients multiple times during the training process. For an AI/ML model that will be common to a large number of UEs, it would be more efficient to train and optimize the model offline. Considering these aspects, the benefit of online over-the-air training of AI/ML models for CSI feedback enhancement use case is not clear.
[bookmark: _Toc111186203] For the CSI feedback enhancement use cases, the motivation for online training over the air-interface is not clear.
Based on this discussion, we have the following proposal:
[bookmark: _Toc110878127][bookmark: _Toc110878201][bookmark: _Toc110878230][bookmark: _Toc110878281][bookmark: _Toc110878319][bookmark: _Toc110878423][bookmark: _Toc110878463][bookmark: _Toc110878587][bookmark: _Toc110879601][bookmark: _Toc110879606][bookmark: _Toc110879630][bookmark: _Toc110932103][bookmark: _Toc110935652][bookmark: _Toc110947482][bookmark: _Toc110948115][bookmark: _Toc110948180][bookmark: _Toc110948347][bookmark: _Toc110948379][bookmark: _Toc110948916][bookmark: _Toc110949018][bookmark: _Toc110949453][bookmark: _Toc110949575][bookmark: _Toc110949607][bookmark: _Toc110950039][bookmark: _Toc110950251][bookmark: _Toc110950844][bookmark: _Toc110952540][bookmark: _Toc111044024][bookmark: _Toc111099570][bookmark: _Toc111099677][bookmark: _Toc111099725][bookmark: _Toc111186185][bookmark: _Toc110878588][bookmark: _Toc110879602][bookmark: _Toc110879607][bookmark: _Toc110879631][bookmark: _Toc110932104][bookmark: _Toc110935653][bookmark: _Toc110947483][bookmark: _Toc110948116][bookmark: _Toc110948181][bookmark: _Toc110948348][bookmark: _Toc110948380][bookmark: _Toc110948917][bookmark: _Toc110949019][bookmark: _Toc110949454][bookmark: _Toc110949576][bookmark: _Toc110949608][bookmark: _Toc110950040][bookmark: _Toc110950252][bookmark: _Toc110950845][bookmark: _Toc110952541][bookmark: _Toc111044025][bookmark: _Toc111099571][bookmark: _Toc111099678][bookmark: _Toc111099726][bookmark: _Toc111186186][bookmark: _Toc110878589][bookmark: _Toc110879603][bookmark: _Toc110879608][bookmark: _Toc110879632][bookmark: _Toc110932105][bookmark: _Toc110935654][bookmark: _Toc110947484][bookmark: _Toc110948117][bookmark: _Toc110948182][bookmark: _Toc110948349][bookmark: _Toc110948381][bookmark: _Toc110948918][bookmark: _Toc110949020][bookmark: _Toc110949455][bookmark: _Toc110949577][bookmark: _Toc110949609][bookmark: _Toc110950041][bookmark: _Toc110950253][bookmark: _Toc110950846][bookmark: _Toc110952542][bookmark: _Toc111044026][bookmark: _Toc111099572][bookmark: _Toc111099679][bookmark: _Toc111099727][bookmark: _Toc111186187][bookmark: _Toc110879609][bookmark: _Toc111099728][bookmark: _Toc111186188]For the CSI feedback enhancement use-cases, focus on collaboration level “y” based on offline training that would enable a model to be optimized specifically for the device that will run the model.
[bookmark: _Toc110878129]
Offline training scenarios for two-sided AI/ML models
Consider the case of two-sided AI/ML models for CSI feedback enhancement in the context of collaboration level “y” based on offline training. A two-sided AI/ML model consists of a UE-side model that will be run by the UE and a NW-side model that will be run by the NW. Different scenarios could be considered for how the models may be trained and deployed. The following terminology is assumed in this discussion:
· Centralized training: 
· UE-side model and NW-side model are trained by a single entity at the same time in a single training session
· Distributed training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity at the same time in a single training session
· Separate training: 
· UE-side model is trained by one entity and NW-side model is trained by another entity separately in different training sessions, with collaboration outside the training process to ensure compatibility of the two-sided models.
Note that in all these cases, after the training process, each of the UE-side vendor and the NW-side vendor have the trained UE-side and NW-side model, respectively, which they can further perform device-specific compilation and deliver to their respective target devices.

[bookmark: _Ref110785749]Centralized training
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Figure 3: Centralized offline training
Here, the UE-side and NW-side model are trained by a single entity, for example, the UE-side vendor, the gNB-side vendor, or third-party. 
Some observations on this scenario are the following: 
· Centralized training has the benefit that the UE-side and NW-side models will work well together as they are trained jointly.
· The training entity must have access to the training data comprising the downlink measurements and the corresponding reference outputs of the NW-side model, i.e., the target CSI. 
· Legacy CSI mechanisms do not require a UE-side vendor to disclose the inputs, or the method used to compute the CSI feedback. In contrast, unless the training entity is the UE-side vendor, the UE-side vendor would need to disclose the inputs to the training entity. In addition, centralized training would need the pre-processing to also be disclosed and agreed so that the input to the UE-side model can be computed. However, this would disallow device-specific implementation choices for optimizing the complexity-performance tradeoff.
· The training entity must know the model structure for both UE-side and NW-side models as well as the NW-side post-processing for training purposes. 
Centralized training reduces the scope for vendors to develop and optimize proprietary implementations of AI/ML models. For example, if the NW-side vendor trains the UE-side model, then different UE-side vendors will not be able to optimize the structure, or the inputs of that model.
[bookmark: _Toc111186204] Centralized training reduces the scope for proprietary optimization of the AI/ML models.
[bookmark: _Ref110785756]Distributed training
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Figure 4: Distributed offline training
Here, the UE-side and NW-side models are trained concurrently as in the centralized training case. However, unlike in the centralized case, the training is not done by a single entity but in a distributed manner. For example, the UE-side vendor may train the UE-side model, while the NW-side vendor may train the NW-side model. To facilitate the training process, the two training entities may need to exchange data including activation, target output, and gradient samples.
Some observations on this scenario are as follows:
· One disadvantage of this approach is that the two training entities need to make arrangements to exchange information back and forth during the training session. 
· An advantage of this approach is that each training entity need not reveal its own model structure to the other side.
· The inputs to the UE-side model need not be provided to the training entity of the NW-side model. If the training entity of the UE-side model is the UE-side vendor, then the UE-side vendor need not disclose the inputs, thus preserving the framework of legacy CSI mechanisms.
· It is feasible to develop two-sided models that are compatible and work well using this approach even though the training procedure is not managed by a single entity. We present evaluation results in our accompanying contribution [3] that compare the performance of distributed training and centralized training, which shows that distributed training works well and achieves the performance of a centralized training
To summarize, as compared to the centralized training approach, the distributed approach enables proprietary vendor-specific optimizations and differentiation without losing performance.

[bookmark: _Toc111186205] As compared to the centralized training approach, the distributed training approach enables proprietary vendor-specific optimizations and differentiation.

[bookmark: _Toc111186206] It is feasible to train a two-sided AI/ML model using an offline distributed (multi-vendor) approach with performance comparable to centralized training.

[bookmark: _Ref110785758]Separate training
Separate training refers to the scenario where the UE-side and NW-side models are trained by different entities at different points in time. While there is no collaboration during training, some coordination is necessary outside the training process to ensure that the UE-side and NW-side models are compatible and can work correctly. 
Some observations on the separate training approach are listed below:
· This approach is more flexible than the distributed approach as it does not require any collaboration during the training process.
· Since each model is trained by a different entity, there is no need to disclose the model structure.
· As in the distributed approach, the inputs to the UE-side model need not be provided to the training entity of the NW-side model.
Our results in [3] show that it is possible to apply the separate training framework to train two-sided AI/ML models.
 As compared to distributed training, the separate offline training approach is more flexible as it does not require coordination during the training process.
There are a few flavors of separate training:
UE-first separate training
[image: ]
Figure 5: UE-first separate offline training
In this flavor, the UE-side model is first trained by a training entity (for example, the UE-side vendor). This training entity then shares a training dataset consisting of (encoder output, target CSI) to the other training entity (for example, the gNB-side vendor) to train the NW-side model so that the overall two-sided model performs correctly during inference.
Evaluation results in [3] shows that UE-first separate training works well and achieves the performance of a centralized training.
NW-first separate training
[image: ]
Figure 6: NW-first separate offline training
Here, the UE-side vendor shares the target CSI dataset with the training entity that trains the NW-side model (for example, the NW-side vendor). Based on this dataset, the NW-side model is trained first. Subsequently, the NW-side vendor provides a training dataset consisting of (encoder output, target CSI) to the other training entity (for example, the UE-side vendor), based on which it can train the UE-side model in a manner that ensures compatibility with the NW-side model. 

[bookmark: _Toc110878130][bookmark: _Toc110879610][bookmark: _Toc111099729][bookmark: _Toc111186189] The distributed or separate offline training scenarios can be considered as a baseline for two-sided AI/ML model training.

Generalization across multiple vendors
For the training scenarios discussed in Sections 3.3.1, 3.3.2, and 3.3.3, the discussion assumed a single UE-side model and a single NW-side model. However, if there are many UE and NW vendors, then a UE may need to interface with different NW-side models, and a gNB may need to interface with different UE-side models. 
One solution is for a UE-side vendor to prepare multiple UE-side models, one corresponding to each gNB-side model. Similarly, a NW-side vendor may prepare multiple gNB-side models, one corresponding to the UE-side model. The training approaches discussed above could be applied in a pair-wise manner to prepare such models for each pair of UE and NW vendors.
However, this implies that a UE and a gNB would need to switch between models for each model on the other side. It may be beneficial to a gNB if a NW-side model could generalize across different UE-side models. Similarly, if a UE-side model could generalize across different NW-side models, then switching could be avoided.
Consider, for example, the problem of training a NW-side model for a single NW-side vendor that generalizes across different UE-side models for different UE-side vendors. We discuss how the different training approaches would accommodate this requirement:
· In the centralized training approach, the training entity could train the different UE-side models and the common NW-side model jointly in a single training session provided it has access to the training data and has knowledge of the model structure for each of the models. 
· Similarly, the distributed training approach could also train the multiple UE-side models and the common NW-side model through appropriate exchange of activations, gradients, and reference outputs. Note that this would require the training entity of each UE-side model and the NW-side model to coordinate in order to simultaneously participate in the training process. Figure 7 shows an example of the setup for the case of a single NW-side model and 3 UE-side models being trained in a distributed training approach:
[image: ]
[bookmark: _Ref111118044]Figure 7: Distributed offline training of a single NW-side model and multiple UE-side models
· In the separate training approach, the NW-first training approach easily extends to multiple UE-side models as the same process used for training one UE-side model discussed above can be repeated with each UE-side model. Similarly, the UE-first separate training approach can be extended to multiple UE-side models, wherein each UE-side model is trained first, and a common NW-side model can be trained on a mixture of dataset from all the UE-side vendors. This is confirmed in our evaluation results in [3].
[bookmark: _Toc111186207] It is feasible to train a common NW-side model that is compatible with multiple UE-side models using a distributed or a separate training approach with performance comparable to centralized training.
[bookmark: _Toc110869327][bookmark: _Toc110869344]
Potential specification impact
In this section, we discuss potential specification impacts (if any) in various aspects of the AI/ML framework, including data collection, model training and development, deployment and inference, and performance monitoring.
Specification impact for data collection
Data collection is the foundation of AI/ML applications. Synthetic data can be used for evaluation purposes, and it establishes a good starting point for 3GPP to understand the gain offered by AI/ML models compared to conventional non-AI schemes. However, to ensure proper performance, robustness, and coverage of developed ML models in practical deployments, collecting real-world data in a large scale from commercially deployed devices plays a key role. In the following, we will discuss the overall data collection procedure, and physical channel or RS for data collection.
For AI/ML application in CSI feedback, the UE may request data collection resources from gNB and collect data from the data collection resources configured by the gNB. Alternatively, UE may collect data from available DL channels or RSs. After that the UE may send the collected data to an over-the-top (OTT) server where training happens. 
Resources for data-collection and training data assistance
Among the resources or channels used for data collection, CSI-RS should be the proper reference signal since it is used as the channel measurement resource and interference measurement resource in CSI report setting. 
In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE.  Since these settings are transparent to UE, UE may blindly collect CSI-RS with different settings and use them to train a single CSI encoder/decoder pair, which may lead to suboptimal performance. Hence, signaling enhancement to enable useful data collection can be considered in RAN1. 
As discussed in [4], model development process may involve decision on whether one ML model or a family of ML models should be used. For example, a model developer may decide in favor of developing one large model across various deployment scenarios or several smaller models one for each deployment scenario. To achieve this development purpose, it is helpful if certain meta-data is made available at UE. one example is that the gNB uses N different configurations for CSI-RS and that the configuration ID is signaled to UE asmeta information. The meta information associated with the data would allow the model developer to categorize the collected CSI-RS observations into N different groups and help the model developer determine whether one model, K<N models, or K=N different models may have to be developed. This offline decision process determining how many (K) models to develop and the applicable coverage area of each model is referred as scenario discovery.
If the model developer decides to develop K>1 different models in the family, then at inference time, the right model would have to be chosen during inference time that matches with the CSI-RS beam configuration used at inference. During the model registration, the configuration IDs {1,...,N} that each of the K models support could be provided to the network during the model registration, so that the gNB may know which of the K models to activate at UE in preparation for a CSI-RS beam configuration the gNB intends to use. This process is referred as scenario association.
[bookmark: _Toc111099730][bookmark: _Toc111186190] Study meta-data assistance signaling for UE’s training data collection for AI/ML Model development. Here, meta-data refers to auxiliary information about data such as an ID assigned for each distinct beam configuration. Meta-data can be used for scenario discovery during offline model development and scenario association during inference.

[bookmark: _Toc111099731]Data uploading format and procedure
[bookmark: _Toc111099732]Various training collaboration options are discussed in section 3, and the required data format for each option may vary. However, since the training procedure happens offline, it is more proper and beneficial to support data collection format and procedure via proprietary solution, because the specific input and model development is upto the device implementation. The benefit of specifying the data collection format and data collection procedure is not clear.
[bookmark: _Toc111099733][bookmark: _Toc111186191] UE data collection format and procedure is via offline engineering without need to involve 3GPP signaling.

Specification impact for model development and training
In our view, model development and training strategies is a multi-faceted problem rather than a simple issue that could be determined just by system performance. As elaborated in section 3 and [4], on-device models today and in the near future need offline engineering for model development. This includes model development, training, quantization, compiling the model to hardware primitives with power, area, and latency consideration, target-chip-specific run-time binary image generation, and going through full UE testing. This is just like today’s non-ML implementations that go through similar offline development and extensive UE testing. In Rel-18 SI, offline development and training should be the focus to guarantee a concrete outcome that can lead to specification work in the potential Rel-19 WI.
[bookmark: _Toc111099735][bookmark: _Toc111186193]Focus on offline training scenario, where the development and training of the ML model for CSI feedback happens offline without the need to involve 3GPP signaling.
Specification impact for two-sided model inference
In the last meeting, there were extensive discussions on what to be specified for CSI feedback using two-sided models. To answer this question, it is beneficial to first look at what are specified in convential CSI feedback and why they are specified.
General principle for the specification impact of CSI feedback
The conventional CSI feedback via PMI codebooks, e.g., Type I, Type II and eType II, is specified in two aspects. 
· The first aspect is the final precoding matrix and its format, e.g., W=W1*W2 in Type I/II and W=W1*W2*Wf in eType II. The reason is that it tells the UE what to report, and also gNB would know how to use the reported CSI. Another reason is that the UE will use it to calculate the CQI. Without clear definition of the final precoding matrix, the CSI report would become meaningless. 
· The second specification aspect is the UCI components and payloads. The reason is that the UE and gNB should align on how each PMI components, e.g., W1, W2, Wf, is quantized and reported over the air-interface. With such information, the gNB is able to construct the precoding matrix based on each UCI components using the PMI codebook.
Besides, it is worth noting that the specification does not specify the following: 1) PMI searching algorithm, and 2) the input of the PMI calculation algorithm (the input could be CSI-RS reception, channel estimate or unquantized precoder or anything else upto UE implementation). It means that, upon receiving the channel/interference measurment resource, UE has the full flexibility and freedom to optimize the algorithm that searches for the best PMI in the form of specified final format.
In CSI feedback using the two-sided AI model, the PMI algorithm is replaced by the CSI encoder while the PMI codebook is replaced by the CSI decoder using which the gNB is able construct the precoding matrix. The general principle for CSI feedback specification should remain the same. Specifically, the specification should only specify the final CSI format (e.g., precoding matrix) and how it or its component is reported over the air-interface. The UE would design and develop the model to provide the best CSI in its final format (e.g., a precoding matrix), but the input and the model are kept proprietary. 
Pre-processing and post-processing
With such consideration, any preprocessing UE performs from receiving the CSI-RS to the CSI encoder is upto UE implementation. 
Regarding “post-processing”, the terminology could be interpreted in different ways: 
· One interpretation is that it refers to the post-processing of the NW-side model output to the final CSI format. In this sense, such “post-processing” should be absorbed into part of the final CSI format (e.g., precoding matrix). 
· In one example, the final CSI is precoding matrix W=W1*W2 where W1 is the legacy DFT vector while W2 is obtained via the AI model pair. In this case, one may consider W1 as a “post-processing” of the NW-side model output W2 to get the final CSI W. In our view, following the principle for CSI feedback specification, this operation should be specified as part of the final CSI format rather than a “post-processing”
· Another interpretation is that the post-processing of final CSI. In one example, the gNB may use the final precoding matrix W to calculate MU precoder; in another example, the gNB may interpolate the final precoding matrix W to obtain finer granularity in frequency domain. These operations are gNB implementation.   
Moreover, it is worth noting that the discussion above is the general principle and criteria for CSI feedback. It is independent of how the UE-side and NW-side model are trained. UE-side vendors (and/or chipset vendors) and NW-side vendors should train their AI models based on the agreed UCI payload and final CSI format.
[bookmark: _Toc111099566][bookmark: _Toc111186208][bookmark: _Toc111099567][bookmark: _Toc111186209][bookmark: _Toc111186210] Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
[bookmark: _Toc111186211] In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The benefit of specifying UE-side input and preprocessing is not clear. 
[bookmark: _Toc111186212]Post-processing of NW-side model output to final CSI format can be absorbed into part of the final CSI format.
[bookmark: _Toc111099736][bookmark: _Toc111186194] The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified
[bookmark: _Toc111186195][bookmark: _Toc111099582][bookmark: _Toc111099689][bookmark: _Toc111099737][bookmark: _Toc111186196][bookmark: _Toc111099738][bookmark: _Toc111186197] Preprocessing at UE side is upto UE-implementation and should not be specified. 
[bookmark: _Toc111099739][bookmark: _Toc111186198] For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified. Post-processing of CSI decoder output to the final CSI should be specified as part of the final CSI structure.
[bookmark: _Toc111099740][bookmark: _Toc111186199]The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.

Specification impact for model performance monitoring 
As discussed in [4], performance monitoring is critical to life cycle management (LCM). For X-node CSF, to evaluate the inference performance, there are various KPIs can be considered, such as system throughput, error metric, PDSCH decoding performance, or BLER. Since the inference partially occurs at UE side and partially occurs at gNB side, the model monitoring can be performed at either side with or without assistance information from the other side.
For performance monitoring at the gNB side, to facilitate the KPIs evaluation, the gNB may directly use system throughput or ratio of NACK. For monitoring at the UE side or at the proprietary OTT server, the UE may use PDSCH decoding performance as KPI. Alternatively, the UE may obtain the inference results indicated from gNB periodically or occasionally.
The performance evaluation can be performed per individual inference occasion or per multiple inference occasions. After evaluation, the gNB or UE may send the performance report to the other side to facilitate the potential determination of model deactivation or switching. In addition, the performance report may be sent to proprietary OTT server for model monitoring, retraining, or new model development decision.
[bookmark: _Toc111099741][bookmark: _Toc111186200] Study signaling and procedures for X-node CSF performance monitoring, including assistance information, performance report and indication of model deactivation, retraining or switching.
Conclusions

In this document, we have discussed aspects related to types of collaboration, offline training scenarios, sub-use cases and potential specification impact for the CSI feedback enhancement use case. We have made the following observations:
1. For CSI feedback based on two-sided AI/ML model, the input to the UE-side model may be different from the target CSI that is used as a reference output for the NW-side model.
 It is not feasible for a device to perform inference using an AI/ML model that was transferred to it without prior offline target-specific optimization and testing.
 For the CSI feedback enhancement use cases, the motivation for online training over the air-interface is not clear.
 Centralized training reduces the scope for proprietary optimization of the AI/ML models.
 As compared to the centralized training approach, the distributed training approach enables proprietary vendor-specific optimizations and differentiation.
 It is feasible to train a two-sided AI/ML model using an offline distributed (multi-vendor) approach with performance comparable to centralized training.
 As compared to distributed training, the separate offline training approach is more flexible as it does not require coordination during the training process.
 It is feasible to train a common NW-side model that is compatible with multiple UE-side models using a distributed or a separate training approach with performance comparable to centralized training.
Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
 In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The benefit of specifying UE-side input and preprocessing is not clear. 
Post-processing of NW-side model output to final CSI format can be absorbed into part of the final CSI format.


We have the following proposals:
1. The study item should focus on the sub-use-case of spatial-frequency domain CSI compression and reconstruction of observed channel features using two-sided AI model; other sub-use-cases can be studied with lower priority.
 While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side.
For the CSI feedback enhancement use-cases, focus on collaboration level “y” based on offline training that would enable a model to be optimized specifically for the device that will run the model.
 The distributed or separate offline training scenarios can be considered as a baseline for two-sided AI/ML model training.
 Study meta-data assistance signaling for UE’s training data collection for AI/ML Model development. Here, meta-data refers to auxiliary information about data such as an ID assigned for each distinct beam configuration. Meta-data can be used for scenario discovery during offline model development and scenario association during inference.
 UE data collection format and procedure is via offline engineering without need to involve 3GPP signaling.
Focus on offline training scenario, where the development and training of the ML model for CSI feedback happens offline without the need to involve 3GPP signaling.
 The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified
 Preprocessing at UE side is upto UE-implementation and should not be specified. 
 For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified. Post-processing of CSI decoder output to the final CSI should be specified as part of the final CSI structure.
The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.
 Study signaling and procedures for X-node CSF performance monitoring, including assistance information, performance report and indication of model deactivation, retraining or switching.
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