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[bookmark: _Ref513464071]Introduction
In RAN1-109e, the following agreements were made.
	Agreements made in RAN1#109e in AI 9.2.4.2

Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case

Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1
Agreements made in RAN1#109e in AI 9.2.1
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


In this contribution, details related to AIML assisted positioning and potential specification impacts are described.
[bookmark: _Hlk101726869]Specification impacts of AIML for positioning.
Collaboration level
Training an AIML model
In AIML positioning, assistance information from the network becomes essential to train and use the trained model for positioning. Assistance information may have impacts on specification. In general, training of a model can be done at the network or UE. For UE-based training, the network provides assistance information for training the model at the UE. 
For UE-assisted training where the UE reports measurements to the network for training, the specification impact may be minimal since the UE can report measurements such as RSRP for configured PRS resources, without knowing that AIML models are being trained. In addition, during the study, it should be clarified the training schemes assumed by companies and required assistance information for each training scheme.
Observation 1: During training of an AIML model, exchange of assistance information may be required
Once the AIML model is trained, the UE can obtain the output from the AIML model, which is also known as the model inference. Two types of model inference can be considered : model inference at the UE and model inference at the network. Combining with previously described UE-based/UE-assisted training, there are four categories for collaboration types and obtaining inference from the AIML model. Potential specification impacts relevant to each category is summarized in Table 1. The collaboration level is indicated by “x”, “y” and “z” which are used in the agreement made in RAN1#109e in AI 9.2.1 [1].
[bookmark: _Ref101870122]Table 1 : Locations of training and inference generation and related specification impacts
	Type
	Collaboration level
	Location of training
	Location of inference
	Potential specification impacts

	1
	y
	Network (i.e., UE-assisted)
	Network
	Measurement report from the UE, signaling from the network during training (e.g., PRS configurations, measurement reporting periodicity)

	2
	z
	Network (i.e., UE-assisted)
	UE
	Measurement report from the UE, contents of signaling (model transfer) from the network for the UE to obtain inference

	3
	z
	UE (i.e., UE-based)
	Network
	Contents of the report from the UE (e.g., model transfer), 

	4
	x
	UE (i.e., UE-based)
	UE
	Location report from the UE to the network


From the table above, collaboration type 3 require the UE and network to exchange parameters related to AI model which may require high signaling overhead or transfer of large data from the UEs such as parameters for AIML models. Type 2 requires a transfer of model parameters from the network to UEs. Such transfer can be done based on the request from the UE. Thus, given a limited number of time units, studies on collaboration type 1, 2 or 4 that minimize the transfer of details of the AI model should be prioritized.
Proposal 1: Study details of AI/ML models related to collaboration level x (no collaboration), y (signaling-based collaboration without model transfer) and z (model transfer from the network  to the UE)
Input/Output for AIML models
Direct AI/ML positioning
In RAN1#109e, two types of AI/ML positioning were identified, namely direct AI/ML positioning and AI/ML assisted positioning. In this subsection, input and output of each AI/ML positioning are described. A use case for direct AI/ML positioning is to use measurements as fingerprints to estimate the UE location. For each location, there may be unique characteristics in measurements and AI/ML may be able to associate the fingerprint and UE location. For measurements, both RSRP per PRS resource and RSTD are proposed. Received power may be susceptible to environment (e.g., weather, obstacle) which can degrade quality of fingerprints. Supplementing RSRP with timing related information (e.g., RSTD) can improve quality of training data. Different types of AI/ML positioning techniques and corresponding inputs and outputs for the AI/ML model are summarized in Table 2. 
[bookmark: _Ref111107572]Table 2 : Input and output for the AI/ML model for AI/ML positioning
	Type of AI/ML positioning
	Input  to AI/ML
	Output (inference) from AI/ML

	Direct AI/ML positioning
	· RSRP/RSRPP for PRS resources from TRPs
	Absolute position of the UE


	
	· RSRP/RSRPP for PRS resources from TRPs
· RSTD for PRS resources from TRPs
	

	AI/ML assisted positioning
	· RSRP/RSRPP for PRS resources
	RSTD 

	
	· RSTD
	Extrapolated/interpolated RSTD


AI/ML assisted positioning
AI/ML assisted positioning can be used to estimate unobservable measurements. For example, the UE may not be capable of providing accurate RSTD measurements. In such a case, the AI/ML model, trained to associate RSRP and RSTD measurements, can provide estimated RSTD measurements to the UE. Different types of estimation of measurements are summarized in Table 2. An example of AIML assusted positioning is shown in Figure 1. In the positioning system illustrated in the figure, AI/ML generates timing measurements based on RSRP measurements. Using the generated timing measurements, the UE obtains its location using DL-TDOA positioning method.
In addition, AI/ML assisted positioning can be used to interpolate or extrapolate/estimate measurements. For example, if the UE makes timing measurements on PRS at every T seconds, AI/ML can be used to estimate measurements at every T/2 seconds. The estimation can be based on timing measurements or fingerprinting measurements such as RSRP. Thus the following proposal is made :
Proposal 2: Study direct AI/ML positioning where at least RSRP, RSRPP for PRS resources and RSTD are used as inputs for AI/ML models
Proposal 3: Study AI/ML assisted positioning where timing measurements are generated based on RSRP fingerprints



[bookmark: _Ref111105554]Figure 1 AI/ML assisted positioning
Procedure for AI/ML positioning
In this subsection, procedures for each type of AI/ML positioning and potential specification impacts are discussed.
Direct AI/ML positioning: UE/network based inference generation
For NW-based inference, it is possible to use legacy UE measurement reports including RSRP and/or timing measurements may be used as an input to AIML model to obtain UE position as inference result. It can be further studied if the AIML model would benefit from any additional measurements/feedback from the UE. If inference generation and training of AI/ML models are done at the network, the specification impact can be kept small since the UE can send necessary measurement reports to the network and network can use measurements for training/inference generation. However it is not clear if a single AIML model can be used at the NW or different AIML models are necessary for different UE implementations. As a result further studies may be required to verify the generalization of AIML model for different UE implementations. 
For UE-based inference (i.e., UE based positioning), possible triggers and configurations (e.g., PRS) related to AIML models from the network are needed to generate inference at the UE. The LMF can also instruct the UE to use AI/ML based positioning to derive the location information. If training of an AI/ML model is done at the UE, whether the network needs to send a signal to initiate training at the UE needs to be studied. If training is done at the network, the network needs to send model parameters to the UE. Further study may be needed to address the overhead of model transfer and specification impact. 
Proposal 4: For UE-based inference generation, study a framework to initiate direct AI/ML positioning where the network can trigger training and/or inference generation at the UE
AI/ML assisted positioning
In the proposed AI/ML assisted positioning, the UE or network can generate estimated measurements using AI/ML models.
For UE-assisted positioning, if the UE generates estimated measurements, the UE can report estimated measurements to the network. Whether a trigger or signalling related to AIML models is needed can be discussed in the study since measurement estimation can be transparent in terms of the procedure. The UE should indicate in the measurement report whether the measurements are estimated or actual measurements. For UE-based positioning, the network can signal the UE to initiate AI/ML assisted positioning and generated measurements can be used by the UE for positioning purpose.
Proposal 5: For UE-based/assisted positioning, study a framework to initiate AI/ML assisted positioning where the network can trigger training and/or inference generation at the UE
Validity of trained AIML models
Another important factor to consider is the distribution drift between training data and inference input. In RAN1#109e, “AI/ML model monitoring and update” was discussed. It is possible that the performance of the AIML model may degrade when the inference conditions doesn’t match the training conditions. Further study is required to characterize performance of AIML models and define procedures to monitor for possible degradation in AIML performance.  
Proposal 6: Study a framework to monitor for possible degradation in AIML performance 
Conclusion.
In this contribution, the following proposals and observation are made.
Observation 1: During training of an AIML model, exchange of assistance information may be required
Proposal 1: Study details of AI/ML models related to collaboration level x (no collaboration), y (signaling-based collaboration without model transfer) and z (model transfer from the network  to the UE)
Proposal 2: Study direct AI/ML positioning where at least RSRP, RSRPP for PRS resources and RSTD are used as inputs for AI/ML models
Proposal 3: Study AI/ML assisted positioning where timing measurements are generated based on RSRP fingerprints
Proposal 4: For UE-based inference generation, study a framework to initiate direct AI/ML positioning where the network can trigger training and/or inference generation at the UE
Proposal 5: For UE-based/assisted positioning, study a framework to initiate AI/ML assisted positioning where the network can trigger training and/or inference generation at the UE
Proposal 6: Study a framework to monitor for possible degradation in AIML performance 
Reference
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