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Introduction
This contribution presents ETRI’s views on the evaluation of AI/ML for CSI feedback enhancement use case for the AI/ML for NR Air Interface study [1].

	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
- Initial set of use cases includes: 
o	CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
o	Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
o	Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
…




Discussion
Initial evaluation results on CSI compression sub use case
In this section, we provide initial evaluation results on CSI compression sub use case based on LLS (link level simulations).

Evaluation assumption
For evaluation of AI/ML based CSI compression sub use case, the wireless channel data generated using the LLS for AI/ML based CSI compression sub use case. The parameters used for the LLS are provided in Table 1.

Table 1. Parameters for the LLS
	Parameter
	Value

	Carrier frequency
	2 GHz

	BWP
	48 RBs

	Subcarrier spacing
	15 kHz

	Subband/PRG size
	4 RBs

	Number of transmit antennas ()
	32

	Number of receive antennas ()
	4

	Number of layers
	1

	Delay profile
	CDL-C

	Delay spread
	30ns, 300ns

	Channel estimation
	Ideal 




AI model for CSI compression
For AI/ML based CSI compression sub use case, AI model at UE (Encoder) gets a wireless channel information as the input and generates compressed feedback information as the output and AI model at gNB (Decoder) gets compressed feedback information as the input and generates the original wireless channel information as the output. 

Autoencoder architecture is deployed for the evaluation of CSI compression. The architecture of Autoencoder is in Figure 1.
[image: ]
Figure 1. Architecture of the Autoencoder

We set subband eigenvectors as input of Encoder and output of Decoder in the evaluation. Number of latent variables are M and and Q bits are used to represent each latent variable, i.e. size of CSI feedback information is MQ bits.

The Encoder and Decoder in Autoencoder architecture are deployed using neural networks and design choices of the neural networks can be made with considerations of performance and complexity. In [3], CsiNet is presented for Autoencoder structure for compression and reconstruction of the wireless channel information in time delay and angular spread domain. We use neural network structure of encoder and decoder in [3] and have made several modifications for the alignment with input, latent and output formats. Figure 2 shows the modified CsiNet model for AI/ML based CSI compression. 

[image: ]
Figure 2. Modified CsiNet model for AI/ML based CSI compression

In order to train the AI Model, training samples are collected by the LLS. The parameters of AI Model and training are in Table 2. 
Table 2. Parameters of AI Models
	Parameter
	Value

	Total number of samples
	5e4

	Portion of validation samples
	0.1

	Batch size
	256

	Total number of epoches
	512

	Learning algorithm
	Adam

	Learning rate
	0.001




Evaluation results
To see potential benefits of using AI/ML for CSI compression sub use case, we use an intermediate performance metric of GCS (generalized cosine similarity) as 

where  and  are original and reconstructed eigenvector(s) of subband  and denotes averaging over multiple samples. We use Rel-16 enhanced type 2 codebook as a reference and evaluates the performance of using the AI model for CSI compression compared to the reference scheme.

The evaluation results of the AI Model compared to eTypeII codebook in terms of GCS with CDL-C channel model with 30ns delay spread is in Table 3.

Table 3. GCS of eTypeII and AI Models (CDL-C, 30ns)
	Case
	GCS

	eTypeII, 49 bits
	0.826

	AI Model, 48 bits (M=24, Q=2)
	0.895

	eTypeII, 87 bits
	0.905

	AI Model, 86 bits (M=43, Q=2)
	0.937



The result with CDL-C channel model with 300ns delay spread is in Table 4.

Table 4. GCS of eTypeII and AI Models (CDL-C, 300ns)
	Case
	GCS

	eTypeII, 49 bits
	0.717

	AI Model, 48 bits (M=24, Q=2)
	0.834

	eTypeII, 87 bits
	0.796

	AI Model, 86 bits (M=43, Q=2)
	0.883



Observation 1: With an Autoencoder using a previously developed neural network structure, CsiNet, there are significant improvements in terms of GCS compared to the baseline (eTypeII) in CSI compression sub use case.


Conclusion
In this contribution, ETRI’s views on evaluation on AI/ML for CSI feedback enhancement were shown and the following observation were made:

Observation 1: With an Autoencoder using a previously developed neural network structure, CsiNet, there are significant improvements in terms of GCS compared to the baseline (eTypeII) in CSI compression sub use case.
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