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0 Introduction
In RAN 1 #109-e, some evaluation assumptions and KPIs for AI/ML for beam management (BM) were agreed for temporal beam prediction and spatial-domain beam prediction.  In this contribution, we will provide our view on the remaining aspects of evaluation on AI/ML for beam management (BM) in general, and some further discussions on the assumptions. KPIs, and preliminary results for each sub-use cases.
1 General aspects of evaluation methodology 
1 
2 
3 
4 
5 
This section will provide some discussion on open issues for evaluation methodology for AI for BM for SLS and LLS respectively. 
1.1 System-level evaluation methodology for AI/ML-based beam management
1.1.1 General assumptions for SLS
There are some open issues in the agreements for EVM for SLS for BM in RAN 1 #109-e: 
Table 1 
	Parameters
	Values
	Discussion

	UE distribution
	· FFS UEs per sector/cell for evaluation. More UEs per sector/cell for data generation is not precluded.
 For spatial domain beam prediction: FFS:
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor
	Number of UEs:
· For AI model training, either the number of UEs per sector for one drop can be large, or multiple drops can be used, to generate data for training/testing. 
· For throughput evaluation (if applicable), one UE is sufficient for beam management evaluation, especially if traffic model is full buffer. 
UE distribution:
· The beam management is required for the case that UE is moving or channel is changed frequently. For most of indoor case, UEs don’t move fast. Therefore, 100% outdoor has higher prority for the evaluation and should be the baseline. 

	BS Antenna Configuration
	         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
         [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
         Other assumptions are not precluded.
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams
	In order to reduce the simulation load, we think one panel is sufficient, to provide the evaluation result for beam management. 

	UE Antenna Configuration
	[Panel structure: (M,N,P) = (1,4,2)]
         2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
         Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams
	Panel structure can be confirmed. 

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded
	With one UE per sector/cell, option 1 full buffer is sufficient for beam management evaluation. 

	BS Tx Power
	[40 dBm]
	For L1-RSRP related KPIs, 40dBm can be used for BS Tx Power. 



Based on the above discussion, we propose to adopt the following proposal:
[bookmark: _Ref111199100]Proposal # 1: 
· UE distribution:
· One UE per sector/cell for throughput evaluation. More UEs per sector/cell can be used for AI model training/testing 
· For spatial domain beam prediction: Option 2: 100% outdoor
· BS Antenna Configuration:
· One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
· Other assumptions are not precluded.
· UE Antenna Configuration
· Panel structure: (M,N,P) = (1,4,2)
· Traffic Model
· Option 1: Full buffer
· Other options are not precluded
· BS Tx Power
· 40 dBm
1.1.2 UE orientation and trajectory model for UE mobility
Three options were agreed for UE trajectory model, for companies to report. There are FFS point for UE orientation on top of the trajectory models. In our understanding, it can up to company to report the assumption of UE orientation. In our simulation in this paper, no UE orientation is modelled since in our understanding, the impact of UE orientation for beam management can be separately discussed, and the orientation may have impact for Rx beam selection more. 
[bookmark: _Ref111199101]Proposal # 2: UE orientation assumption can be reported independently to UE trajectory model by company.  

1.1.3 gNB/UE beambook and beam measurement configuration 
Based on the agreements in previous RAN 1 meeting, beambook is reported by each company. However, the gNB/UE beambook design is of importance for beam prediction in both spatial and time domains, it is better to be aligned among companies in some level, for example, the number of beams in Set A and Set B, otherwise, the conclusion of AI/ML beam management can hardly be aligned. For example, for beam prediction in the spatial domain, the measurements of beams as input and the beam selection as an output of neural network can be greatly different, if the number of beams for input and output are differently assumed by companies. 
[bookmark: _Ref111205007][bookmark: _Ref111199102][bookmark: _Ref111205102]Proposal # 3: Align on the number of beams in Set A of beams and Set B of beams for two sub-use AI/ML for BM. 
The assumption of SSB/CSI-RS patterns may also have impact on the performance of AI/ML for BM, especially for time domain prediction. For example, if SSB is assumed as RS for measurements, there is a time gap, i.e., no less than 20ms between two SSB bursts with different beams. If CSI-RS is assumed, the gap can be much smaller. 
[bookmark: _Ref111205009]Proposal # 4: Align the assumption on SSB/CSI-RS patterns in time domain at least for temporal beam prediction. 
Moreover, there are different options for the inputs/outputs of AI/ML for BM, for example:
· Option 1: prediction for Tx beams
· Option 2: prediction for Rx beams
· Option 3: prediction for beam pairs
In order to be able to compare the performance from different companies, the clarifications in AI/ML input/output is needed. The assumption of beam management procedure, e.g. P1/P2/P3, also needs to be clarified for each input/output options together with the assumptions on SSB/CSI-RS time domain pattern.  
[bookmark: _Ref111205964]Proposal # 5: The input/output for AI/ML needs to be clarified, together with the assumption on beam management procedure and RS time domain pattern for measurement. 
1.2 Link-level simulation methodology for AI/ML-based beam management 
1.2.1 General assumption for LLS
For the evaluation of AI/ML-based beam management, link-level simulation is optionally considered. There are some open issues in the agreements for EVM for LLS for BM in RAN 1 #109-e as highlighted in Table 2.
[bookmark: _Ref111215619]Table 2: Agreed LLS assumptions for AI/ML beam management in RAN 1 # 109-e
	Parameter
	Value

	Frequency
	30GHz.

	Subcarrier spacing
	120kHz

	Data allocation
	[8 RBs] as baseline, companies can report larger number of RBs
First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel

	PDCCH decoding
	Ideal or Non-ideal (Companies explain how is modeled)

	Channel model
	FFS:
LOS channel: CDL-D extension, DS = 100ns
NLOS channel: CDL-A/B/C extension, DS = 100ns
Companies explains details of extension methodology considering spatial consistency

Other channel models are not precluded.

	BS antenna configurations
	· One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
· Other assumptions are not precluded. 
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS antenna element radiation pattern
	Same as SLS

	BS antenna height and antenna array downtile angle
	25m, 110°

	UE antenna configurations
	Panel structure: (M, N, P) = (1, 4, 2), 
· 2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· 1 panel as optional
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE antenna element radiation pattern
	Same as SLS

	UE moving speed
	Same as SLS

	Raw data collection format
	Depends on sub-use case and companies’ choice. 



Regarding the data allocation, similar with the number of RBs tabulated in the Table A.1.6.4 (LLS) of TR 38.802, we can adopt 8 RBs as baseline. Regarding the channel model, all type of CDL models should be considered for the generalization to capture different multi-path properties (i.e., cluster delay, cluster power, cluster angles) into data collection. Based on the above discussion, we propose to adopt the following proposal:
[bookmark: _Ref111199103]Proposal # 6:
· Data collection:
· 8 RBs as baseline, companies can report larger number of RBs
· First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel
· Channel model:
· LOS channel: CDL-D/E extension, 
· NLOS channel: CDL-A/B/C extension, 
· CDL-D extension, DS = 100ns as baseline.
· Companies explains details of extension methodology considering spatial consistency.
· Other channel models and DSs are not precluded.
1.2.2 Consideration on LLS AI/ML beam prediction in time domain
One approach for the extension methodology considering spatial consistency in the Table 2 is reusing the evaluation methodologies in the Rel-17 HST-SFN. In the evaluation methodologies in the Rel-17 HST-SFN, the CDL extension was used to model the time-varying Doppler effect with considering a UE trajectory. However, in a CDL channel model from TR 38.901, angles for scatters are fixed to generate for channel coefficient and will not change. This means only UE speed is considered in the CDL model and not possible to use this as mobility when we directly use a CDL channel model from TR 38.901. The other approach to extend the CDL model considering the spatial consistency is to use a similar methodology for the Rel-17 M-TRP evaluation methodology for the blockage model (i.e., combining a CDL channel with the spatially-consistent mobility modeling). For the details of extension methodology considering spatial consistency, a random UE dropping at least in the angular domain should be considered. For example, especially in the case of reusing the evaluation methodologies in the Rel-17 HST-SFN where UE dropping is fixed, random UE dropping should be modelled as one of extension methodologies. 
1.3 Discussion on KPIs 
For performance related KPIs, the following were agreed in RAN 1#109e:
	Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· CDF of L1-RSRP difference for Top-1 predicted beam
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the Top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the Top-1 genie-aided beam” 
· the definition of L1-RSRP difference of Top-1 predicted beam: 
· the difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
· Other beam prediction accuracy related KPIs are not precluded and can be reported by companies. 

· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.

o   Other KPIs are not precluded and can be reported by companies, for example:
 Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
 Latency reduction:
 (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
       where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
       where M is the total number of beams
 Power consumption reduction: FFS on details



Beam prediction accuracy related KPIs
There are two options for beam prediction accuracy (%) for Top-K beams. Option 1 can be used for the best beam selection, i.e., whether the predicted Top-1 beam is one of the Top-K genie-aided beams. In practical, if the predicted Top-1 beam is one of Top-K genie-aided beams, the system performance of using this predicted Top-1 beam is acceptable, which depends on the ideal L1-RSRP difference among the best Top-K genie-aided beams. 
On the other hand, for some scenario, for example, using AI/ML to identify a beam set for UE to measure. Option 2 can be used, which reflects the accuracy on whether the Top-1 genie-aided beam is one of the Top-K predicted beams for UE to measure. 
Based on the above analysis, we propose to keep both options as KPIs for AI/ML for BM evaluation. 
[bookmark: _Ref111199104]Proposal # 7: Beam prediction accuracy (%) for Top-1 and/or Top-K beams, one of the options can be used:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

Throughput related KPIs
On the other hand, we also observed some practical difficulties for AI/ML-based algorithm evaluation: Usually, AI/ML training/inferring is likely to be conducted in the independent AI/ML platform (e.g., with Tensorflow) which is different from the system-level simulator (e.g., in C/C++ or Matlab). With two independent platforms, it can be easier by employing the “two-step” method: 
· Step-1: Run system level simulator to generate training/evaluation dataset; 
· Step-2: perform AI/ML training and evaluation based on the data generated in Step-1. 
Given this “two-step” method, the beam management accuracy KPIs can be evaluated, while UPT is hard to be provided, because the actual beam management decision given in Step-2 will have impact to obtain UPT in the system-level simulator, and additional step should be needed to feedback the beam management decision obtained in Step-2 into the SLS.
One alternative simplified model based on Shannon capacity usually used in academic paper, to avoid the above difficulty for SLS+AI/ML, and by considering the maximum rate achieved from a MCS table in the spec when we draw a CDF of UPT, we at least have the below three options: 
· Option 1: ,
· Option 2: (, ),
· Option 3.= , 
where  =  andcan be obtained from the minimum SNR to achieve maximum rate in a MCS table in the spec. 
· Note: Option 3 is a smooth version of Option 2. 
[bookmark: _Ref111199105]Proposal # 8: Shannon capacity-based simplified model for UPT can be further considered as additional system performance related KPI.  

Capability-related KPI
In RAN 1 #109e, it was agreed that the KPI may include the model complexity and computational complexity as:
	Agreement
· For evaluation of AI/ML in BM, the KPI may include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity



Similar to other use cases for AI/ML based operation, the AI/ML capability related KPI shall be considered in the EVM for AI/ML based beam management. Although depending on the detailed discussion for use case analysis, AI/ML model may not be needed for transfer between UE and gNB, which alleviate the burden introduced by the large size of AI/ML model. However, the size of AI models is still of importance (especially for AI/ML at UE side), because it is closed linked to the required storage and computation complexity of AI/ML operation. 
For the complexity of training and inference, relevant KPI selection should be considered in the general framework discussion. From our understanding, there is no special consideration for beam management case, so the conclusion in the general framework should be followed. 
[bookmark: _Ref111199106]Proposal # 9: For the use case of AI/ML based beam management, at least the following capability-related KPI shall be considered: 
· Size of AI/ML model;
· Complexity of training and inference of AI/ML operation.

1.4 Evaluation on generalization 
	Conclusion
· Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training



Generalization is also one of the main aspects to evaluate AI/ML model. The mixed scenarios/configurations shall be considered as a test case to verify the generalization of an AI model. There are several options for generalization:
· Option A: Training with scenario/configuration A, and testing with scenario B
· Option B: Training with mixed scenarios/configurations A+B, and testing with scenario/configuration A or B
· Option C: Training with scenario/configuration A or B, and testing with mixed scenarios/configurations A+B
The above three options can be considered. At least, the training data set and testing data set shall be generated under different scenarios/configurations.  
Moreover, for beam management, the generalization should consider the node who produces inference. For example, if the inference is at gNB side, gNB may face to different UE speed, different UE trajectory, different UE orientation (if applicable), and/or different UE beambook because the deployment scenarios is fixed. However, if the inference is at UE side, the generalization needs to consider cell/gNB specific parameters, for example, different deployment, different channel models, different gNB beambook, and/or different gNB antenna height.  
[bookmark: _Ref111199107]Proposal # 10: 
· For UE side inference, different scenarios and cell/gNB specific configurations/parameters are considered
· For gNB side inference, different UE specific configurations/parameters are considered

1.5 Disclosure of AI/ML model 
	Agreement
· Companies are encouraged to report the following aspects of AI/ML model in RAN 1 #110. FFS on whether some of aspects need be defined or reported.
· Description of AI/ML model, e.g, NN architecture type
· Model inputs/outputs (per sub-use case)
· Training methodology, e.g.
· Loss function/optimization function
· Training/ validity /testing dataset:
· Dataset size, number of training/ validity /test samples
· Model validity area: e.g., whether model is trained for single sector or multiple sectors             
· Details on Model monitoring and model update, if applicable
· Others related aspects are not precluded



For evaluation purpose, at least a high level of description of AI/ML model shall be provided by each company. The model inputs/outputs shall be disclosed. Otherwise, it is hard for others to understand and explain the results. 
For training/validity/testing dataset, the number of training/validity/test samples/sets can be reported by companies. The model monitoring and model update can be further discussed together with life cycle management for beam management use case. 
[bookmark: _Ref111199108]Proposal # 11: At least AI/ML model structure, input /output of AI/ML model shall be reported by companies. 

2 Beam management for spatial-domain beam prediction 
2.1 Evaluation assumption
Assumption of beam management procedures
In the simulation, downlink L1/L2 beam management procedures P-3 is considered. Specifically, for SSB based RSRP measurement, RX beam sweeping is considered in our SLS simulation, i.e. UE can only use one RX beam to measure the RSRPs for one SSB burst, so UE needs multiple SSB bursts to sweep its multiple RX beams. 
In our simulation, UE has total 8 RX beams (4 RX beams per panel), and the periodicity of the SSB burst is 20ms, so UE needs 20*8 = 160ms to finish one round of RX beam sweeping. Therefore, for each TX beam, there are 8 RSRP values corresponding to 8 RX beams measured in 160ms. UE will choose the highest one out of these 8 RSRP values as the reporting RSRP for this TX beam. For two different Set B cases, detailed assumptions will be described later. 
Description of AI/ML models 
The AI/ML model for our beam prediction is shown in below Figure 1. The AI/ML model consists of 3 layers of bi-directional LSTM with 256 cells per layer, and 2 layers of full connection (FC) with 512 and 32 cells per layer.  Moreover, there is an additional batch normalization (BN) layer before each FC layer.


Figure 1 AI/ML model

Complexity of AI/ML models
The complexity of AI/ML models can be described as its number of parameters (Params) and number of FLOPs. The formulas of Params and FLOPs estimation can be described in Table 3. When calculating FLOPs, we usually count addition, subtraction, multiplication, division, exponentiation, square root, etc. as a single FLOP.
[bookmark: _Ref111197916]Table 3 FLOPs estimation
	Models
	Params
	FLOPs

	LSTM
	[(E+H)*H+H]*4
	(E+H)*H*8

	Bi-LSTM
	[(E+H)*H+H]*4 * 2
	(E+H)*H*8 * 2

	FC
	(I+1)*J
	(2*I-1)*J

	BN
	C * 4
	C * 5



Where E is the input size of LSTM/Bi-LSTM, H is the output size of LSTM/Bi-LSTM, I is the input size of FC, J is the output size of FC, and C is the input size of BN. For each layer in our simulation, the Params and FLOPs can be further calculated in Table 4
[bookmark: _Ref111197927]Table 4 Summary of Params and FLOPs
	Layer Index
	Model Type
	Params
	FLOPs

	1
	Bi-LSTM
	[(36+256)*256+256]*4*2=600064
	(36+256)*256*8*2=1196032

	2
	Bi-LSTM
	[(512+256)*256+256]*4*2=1574912
	(512+256)*256*8*2=3145728

	3
	Bi-LSTM
	[(512+256)*256+256]*4*2=1574912
	(512+256)*256*8*2=3145728

	4
	BN
	512*4=2048
	512*5=2560

	5
	FC
	(512+1)*512=262656
	(2*512-1)*512=523776

	6
	BN
	512*4=2048
	512*5=2560

	7
	FC
	(512+1)*32=16416
	(2*512-1)*32=32736

	Total
	N/A
	4
	8



[bookmark: _Ref111198808]Observation # 1: The Params of the AI/ML model used in the simulation are about Params whose memory occupation is about 15MB. 
[bookmark: _Ref111198809]Observation # 2: FLOPs of the AI/ML model is about . 

2.2 Best narrow beam prediction with Set B is subset of Set A
Beam related assumptions
In this sub-use case, there are total 32 beams at BS side as the Set A, with 4 x 8 antenna configuration. The beam pattern is shown in Figure 2, and the beam direction is also illustrated in Figure 3. There are 4 beams in the vertical direction with 6-degree step, and 8 beams in the horizontal direction within [-60°, +60°] range.
Fixed 8 beams or 4 beams out of the total 32 beams are chosen as the Set B. The detailed beam direction of these 8 beams or 4 beams for measurement are marked with red cycles as in Figure 3. 
In this scenario, narrow beams are SSB based, and UE will do RX beam sweeping on these 4 or 8 TX beams in Set B with 8 times, i.e., 20*8=160ms, to obtain the one RSRP report  of the beams in Set B. 8 reports are used as the inputs of AI model. It can be seen in Figure 4for reference.

[image: ]
[bookmark: _Ref110630027]Figure 2 BS beam pattern for narrow beams
[image: ]
[bookmark: _Ref110631908]Figure 3 Setting of Set A and Set B



[bookmark: _Ref111222483]Figure 4 AI/ML input data format and time window T1/T2 for spatial domain beam prediction with Set B is subset of Set A

KPI:
The following KPIs are used:
· Top1~K: (Option 1) The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· In 1/3/6 dB: Beam prediction accuracy (%) with 1/3/6 dB margin for Top-1 beam
· Ave RSRP diff: Average L1-RSRP difference of Top-1 predicted beam

Baseline scheme (Non-AI):
In this scenario, we select the best beam in Set B of beam as the predicted Top 1 beam as baseline performance, by assuming the same measurement/resource are used by UE. Therefore, the baseline performance depends on whether the best beams fall into the pre-defined beams in Set B. 
AI inputs/outputs
The recent 8 RSRP reports of the 8 beams or 4 beams in Set B is used as AI inputs. AI output is the best beam in Set A at current time, i.e., the latest time.
The evaluation results are summarized in Table 5 and Table 6. Other assumptions can be found in Table 13 in Appendix. For spatial domain prediction, since we emulate the beam sweeping as in practical as explained earlier, both spatial consistency procedure (procedure A) and UE trajectory (Option 2) are modeled.. This setting is very closed to the practical setting, without retuning the best RX beam at UE sides.  
From the results, we can see that, for both 3km/h and 30km/h, AI schemes can achieve better performances than non-AI scheme assuming the same measurements/RS overhead. 
[bookmark: _Ref111198811]Observation # 3: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a given subset of beams to select a best beam among a full set of beams.
In another word, with the help of AI, SSB/RS overhead can be largely reduced with acceptable performance. With the increasing of the number of beams in Set B, the performance can be improved. With this, gNB can configure Set B with a proper number of beams for UE to measure, and based on the measurement reports, the target beam prediction accuracy can be achieved. 
[bookmark: _Ref111198816]Observation # 4: With the help of AI, SSB/RS overhead for measurements, UE measurement efforts, reporting overheads can be reduced to achieve a target performance for beam selection. 
[bookmark: _Ref110627983]Table 5 L1-RSRP performance with 3km/h with 8 or 4 beams in Set B
	Set B
	Scheme
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	8 beams
	Non-AI

	37.44%
	62.73%
	80.47%
	87.86%
	94.38%
	52.78%
	74.64%
	90.76%
	1.953 dB

	
	AI
	73.03%
	86.55%
	90.98%
	92.92%
	94.51%
	85.34%
	91.67%
	94.78%
	0.989 dB

	4 beams
	Non-AI
	23.96%
	41.15%
	62.99%
	72.62%
	82.30%
	35.36%
	57.54%
	78.44%
	3.506 dB

	
	AI
	61.18%
	79.04%
	87.27%
	90.30%
	92.09%
	75.96%
	87.20%
	92.93%
	1.458 dB



[bookmark: _Ref110627990]Table 6 L1-RSRP performance with 30km/h with 8 or 4 beams in Set B
	Set B
	Scheme
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	8 beams
	Non-AI

	33.47%
	60.08%
	78.38%
	86.64%
	93.52%
	47.35%
	72.17%
	90.06%
	2.126 dB

	
	AI
	69.68%
	83.97%
	89.41%
	91.78%
	93.46%
	81.49%
	89.72%
	93.83%
	1.174 dB

	4 beams
	Non-AI
	19.44%
	35.99%
	57.76%
	67.73%
	78.08%
	29.18%
	52.12%
	74.35%
	3.961 dB

	
	AI
	59.81%
	75.83%
	84.60%
	87.95%
	90.16%
	72.51%
	84.27%
	91.31%
	1.657 dB



2.3 Best narrow beam prediction with Set B is wide beam and Set B is narrow beam

Beam related assumptions:
For the case that Set A consists of narrow beams and Set B consists of wide beams. 4 SSB based wide beams with 2 x 4 antenna configuration is used, with the beam pattern shown in Figure 5. 32 CSI-RS based narrow beams with 4 x 8 antenna configuration, shown as Figure 2, the beam direction is illustrated in Figure 6 with green cycle marked.
Regarding to the RSRP measurement and report, firstly, UE measures the SS-RSRP based on 4 SSB resources corresponding to the 4 wide beams, with RX beam sweeping. Then, after the best wide beam is determined, UE will further measure CSI-RSRP based on a set of narrow beams associated with the best wide beam with the same RX beam for measuring the best SS-RSRP wide beam.
To obtain one RSRP report containing the measurements of wide beams and associated narrow beams, 20*8=160ms is needed for UE RX beam sweeping. 8 reports are used for AI training as the inputs, as in Figure 7. In the simulation, UE trajectory is modeled, therefore, the best wide beam might not be the same among 8 RSRP reports.  
[image: ]
[bookmark: _Ref110630042]Figure 5 BS beam pattern for wide beams
[image: ]
[bookmark: _Ref110630113]Figure 6 Setting of Set A and Set B



[bookmark: _Ref111222604]Figure 7 AI/ML input data format and time window T1/T2 for spatial domain beam prediction with Set B is wide beam and Set B is narrow beam

KPI: 
The following KPIs are used:
· Top1~K: (Option 1) The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· In 1/3/6 dB: Beam prediction accuracy (%) with 1/3/6 dB margin for Top-1 beam
· Ave RSRP diff: Average L1-RSRP difference of Top-1 predicted beam
Baseline scheme (Non-AI):
· Non-AI 4WB+4/8NB: Firstly, select the best wide beam, and then select the best narrow beam out of 4/8 narrow beams (fixed) associated with best wide beam as the predicted best beam.
· Non-AI 4WB+1NB: Use the recent 8 reports of the 4 wide beams and 1 associated narrow beams of the best wide beam, then select the best narrow beam out of the 8 Tx beams from 8 reports (i.e., among RSRP values of 8 narrow beams) as the predicted best beam. The one narrow beam is round-robin selected from the 8 narrow beams (the index of narrow beam changes in each report by following a pre-defined rule). If the best wide beam changes among multiple measurement sets, the fixed index of narrow beam is used corresponding to the associated wide beams and the Top-K beams are selected among on the measurements of narrow beams. 
· Non-AI 4WB only: Select the best wide beam as the predicted best beam.
AI input/output:
· AI 4WB+4NB: Use the recent 8 RSRP reports of the 4 wide beams and 4 fixed associated narrow beams of the best wide beam, to predict the best narrow beam in Set A.
· AI 4WB+1NB: Use the recent 8 RSRP report of the 4 wide beams and 1 associated narrow beams of the best wide beam, to predict the best narrow beam in Set A. The 1 narrow beam is round-robin selected from the 8 narrow beams of the best wide beam.
· AI 4WB only: Use the recent 8 RSRP report of the 4 wide beams only, to predict the best narrow beam in Set A. 
The evaluation results are summarized in Table 7 and Table 8. Other assumptions can be found in Table 13 in Appendix same as for section 2.2. 
From the results, we can see that, similar as when Set B is a subset of Set A, AI schemes can achieve better performance than non-AI scheme assuming the same measurements/RS overhead. By measuring the wide beam only, with the help of AI, gNB can predict the best narrow beam with good performance. 
[bookmark: _Ref111198817]Observation # 5: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a set of wide beams and a subset of narrow beams to select a best beam among a full set of narrow beams.
[bookmark: _Ref111198819]Observation # 6: For spatial domain prediction, AI can predict the best narrow beam based on the measurements of wide beams only with decent performance. 
[bookmark: _Ref110632396]Table 7 L1-RSRP performance with 3km/h
	Scheme
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	Non-AI
	4WB+8NB
	93.44%
	97.96%
	98.89%
	99.37%
	99.66%
	97.33%
	99.03%
	99.72%
	0.097 dB

	
	4WB+4NB
	60.50%
	91.90%
	97.71%
	98.86%
	99.30%
	78.03%
	93.51%
	99.14%
	0.656 dB

	
	4WB+1NB
	59.60%
	78.48%
	87.42%
	91.55%
	93.93%
	75.52%
	88.96%
	95.47%
	1.063 dB

	
	4WB Only
	NA
	NA
	NA
	NA
	NA
	1.02%
	2.26%
	6.61%
	11.497 dB

	AI
	4WB+4NB
	83.27%
	95.71%
	98.21%
	98.97%
	99.37%
	94.98%
	98.65%
	99.62%
	0.178 dB

	
	4WB+1NB
	70.63%
	87.45%
	93.99%
	96.04%
	97.20%
	85.89%
	94.82%
	98.21%
	0.533 dB

	
	4WB Only
	54.96%
	77.74%
	89.88%
	94.10%
	95.84%
	72.32%
	88.66%
	96.37%
	1.049 dB



[bookmark: _Ref110632398]Table 8 L1-RSRP performance with 30km/h
	Scheme
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	Non-AI
	4WB+8NB
	92.04%
	96.89%
	98.20%
	98.92%
	99.41%
	95.92%
	98.31%
	99.49%
	0.151 dB

	
	4WB+4NB
	58.24%
	89.78%
	95.89%
	97.56%
	98.43%
	73.24%
	92.05%
	98.15%
	0.819 dB

	
	4WB+1NB
	47.63%
	68.85%
	80.82%
	86.79%
	90.12%
	62.39%
	81.63%
	91.58%
	1.786 dB

	
	4WB Only
	NA
	NA
	NA
	NA
	NA
	0.69%
	1.65%
	5.13%
	11.710 dB

	AI
	4WB+4NB
	81.06%
	93.39%
	96.63%
	97.89%
	98.60%
	91.79%
	97.07%
	99.04%
	0.303 dB

	
	4WB+1NB
	66.72%
	83.57%
	90.64%
	93.43%
	95.15%
	80.65%
	91.40%
	96.42%
	0.821 dB

	
	4WB Only
	54.37%
	74.27%
	85.37%
	89.43%
	91.87%
	68.70%
	84.51%
	92.75%
	1.469 dB



2.4 Best narrow beam set prediction with Set B is wide beam 
For this case, we use AI to predict a narrow beam set from Set A based on the measurement of wide beam as Set B. This can be used for gNB to configure a narrow beam set for UE to measure. In conventional schemes, a pre-defined beam set of narrow beams is used. For example, if wide beam #1 is the best beam, a set of narrow beams under the coverage of wide beam #1 will be configured to UE, which is used as baseline scheme. 
In the simulation, same beam related assumptions are used as in 2.3. 
In this case, the beam prediction accuracy (%) for Top-K beam option 2 is used, to check whether the genie-aided best beam is in the predicted beam set of not.   
KPI
· Beam prediction accuracy related KPIs, may include the following options:
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

[image: ]
Figure 8 Setting of Set A and Set B
Baseline scheme:
In order to compare the performance with different size of predict narrow beam(NB) set size K, we use two different non-AI as baseline: 
· Non-AI #1: random select from fixed 8 narrow beams associated with the best measured wide beam.
· Non-AI #2: random select from fixed 4 narrow beams associated with the best measured wide beam first (i.e., K<=4) and then random select from the rest 4 narrow beams as NB set size increases (i.e., K>4). 

The evaluation results are summarized in Table 9. Other assumptions can be found in Table 13 in Appendix same as for section 2.3. 
From the results, we can see that, with the help of AI, gNB can configure a narrow beam set for UE, that contains the best narrow beam for UE to measure. This will help to reduce the RS overhead and measurement overhead. 
[bookmark: _Ref111198821]Observation # 7: For spatial domain prediction, AI can help gNB to predict the best narrow beam set that including the best narrow beam for UE to measure with high probability. 
[bookmark: _Ref110632422][bookmark: _Ref110632366]Table 9 Narrow beam set prediction accuracy
	Conf.
	NB set size (K)

	
	1
	2
	3
	4
	5
	6
	7
	8

	AI-3km/h
	46.26%
	70.66%
	83.21%
	90.20%
	92.73%
	94.98%
	96.41%
	97.14%

	non-AI #1
	12.16%
	24.03%
	35.86%
	47.41%
	59.21%
	70.71%
	82.36%
	93.90%

	non-AI #2
	16.11%
	32.62%
	48.68%
	65.08%
	72.07%
	79.40%
	86.61%
	93.90%

	AI-30km/h
	52.88%
	74.19%
	83.51%
	88.63%
	91.24%
	93.00%
	94.14%
	95.27%

	non-AI #1
	11.44%
	22.63%
	34.16%
	46.08%
	57.73%
	69.42%
	80.68%
	92.26%

	non-AI #2
	15.19%
	30.25%
	45.48%
	60.00%
	68.13%
	75.99%
	84.19%
	92.26%



3 Beam management for temporal beam prediction 
In this section, we will evaluate the performance of the combined time domain and spatial domain beam prediction. 
In observation window T1, the recent 8 times of RSRP measurements are used with a periodicity of 160ms. That is, the measurement time T1 is 1440ms. The target predict time is 160ms and 1440ms, as in Figure 9. 


[bookmark: _Ref111222699]Figure 9 AI/ML input data format and time window T1/T2 for temporal beam prediction

For baseline scheme, we use the latest RSRP measurement to select the best beam. That is, the observation window T1 is the most recent 160ms.
Evaluation results are summarized in Table 10~12 for 3km/h, 30km/h and 60km/h. The evaluation assumptions are the same as in section 2. Total 32 narrow beams are used for Set A and pre-defined 8 narrow beams are used for Set B.
[bookmark: _Ref111198822]Observation # 8: For time and spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a subset of narrow beams to select a best beam among a full set of narrow beams.
[bookmark: _Ref110632891]Table 10 L1-RSRP performance with 3km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	33.46%
	56.78%
	76.04%
	83.89%
	90.83%
	48.65%
	71.16%
	88.76%
	2.235 dB

	
	AI
	68.67%
	82.95%
	88.57%
	91.11%
	93.19%
	81.30%
	89.36%
	93.89%
	1.164 dB

	1440 ms
	Non-AI
	33.37%
	56.43%
	75.96%
	83.80%
	90.69%
	48.56%
	71.07%
	88.68%
	2.253 dB

	
	AI
	67.26%
	82.50%
	88.53%
	91.16%
	93.23%
	80.82%
	89.32%
	93.93%
	1.175 dB



[bookmark: _Ref110632892]Table 11 L1-RSRP performance with 30km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	29.55%
	52.98%
	71.90%
	80.39%
	87.65%
	42.76%
	67.35%
	86.72%
	2.544 dB

	
	AI
	63.62%
	78.41%
	85.17%
	88.36%
	90.86%
	75.84%
	85.81%
	91.97%
	1.479 dB

	1440 ms
	Non-AI
	25.88%
	46.69%
	66.43%
	74.95%
	81.66%
	38.08%
	62.31%
	81.20%
	3.505 dB

	
	AI
	50.89%
	68.88%
	79.90%
	84.83%
	88.38%
	64.46%
	79.56%
	89.29%
	2.032 dB



[bookmark: _Ref110632893]Table 12 L1-RSRP performance with 60km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	30.17%
	53.41%
	72.59%
	80.62%
	87.35%
	44.16%
	68.21%
	86.66%
	2.548 dB

	
	AI
	62.06%
	77.78%
	85.04%
	88.37%
	90.90%
	75.13%
	85.61%
	92.08%
	1.480 dB

	1440 ms
	Non-AI
	21.40%
	38.46%
	56.75%
	64.98%
	72.37%
	32.03%
	53.24%
	71.69%
	4.940 dB

	
	AI
	38.43%
	55.87%
	69.02%
	75.42%
	81.01%
	51.05%
	67.83%
	81.14%
	3.329 dB



4 Conclusion
The observations and proposals made in this contribution are summarized below:
Observation # 1: The Params of the AI/ML model used in the simulation are about 𝟒Params whose memory occupation is about 15MB.
Observation # 2: FLOPs of the AI/ML model is about 𝟖.
Observation # 3: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a given subset of beams to select a best beam among a full set of beams.
Observation # 4: With the help of AI, SSB/RS overhead for measurements, UE measurement efforts, reporting overheads can be reduced to achieve a target performance for beam selection.
Observation # 5: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a set of wide beams and a subset of narrow beams to select a best beam among a full set of narrow beams.
Observation # 6: For spatial domain prediction, AI can predict the best narrow beam based on the measurements of wide beams only with decent performance.
Observation # 7: For spatial domain prediction, AI can help gNB to predict the best narrow beam set that including the best narrow beam for UE to measure with high probability.
Observation # 8: For time and spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a subset of narrow beams to select a best beam among a full set of narrow beams.

Based on the analysis and observations, we have the following proposals:
Proposal # 1:
· UE distribution:
· One UE per sector/cell for throughput evaluation. More UEs per sector/cell can be used for AI model training/testing 
· For spatial domain beam prediction: Option 2: 100% outdoor
· BS Antenna Configuration:
· One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
· Other assumptions are not precluded.
· UE Antenna Configuration
· Panel structure: (M,N,P) = (1,4,2)
· Traffic Model
· Option 1: Full buffer
· Other options are not precluded
· BS Tx Power
· 40 dBm
Proposal # 2: UE orientation assumption can be reported independently to UE trajectory model by company.
Proposal # 3: Align on the number of beams in Set A of beams and Set B of beams for two sub-use AI/ML for BM. 
Proposal # 4: Align the assumption on SSB/CSI-RS patterns in time domain at least for temporal beam prediction.
Proposal # 5: The input/output for AI/ML needs to be clarified, together with the assumption on beam management procedure and RS time domain pattern for measurement.
Proposal # 6:
· Data collection:
· 8 RBs as baseline, companies can report larger number of RBs
· First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel
· Channel model:
· LOS channel: CDL-D/E extension, 
· NLOS channel: CDL-A/B/C extension, 
· CDL-D extension, DS = 100ns as baseline.
· Companies explains details of extension methodology considering spatial consistency.
· Other channel models and DSs are not precluded.
Proposal # 7: Beam prediction accuracy (%) for Top-1 and/or Top-K beams, one of the options can be used:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”

Proposal # 8: Shannon capacity-based simplified model for UPT can be further considered as additional system performance related KPI.
Proposal # 9: For the use case of AI/ML based beam management, at least the following capability-related KPI shall be considered:
· Size of AI/ML model;
· Complexity of training and inference of AI/ML operation.

Proposal # 10:
· For UE side inference, different scenarios and cell/gNB specific configurations/parameters are considered
· For gNB side inference, different UE specific configurations/parameters are considered
Proposal # 11: At least AI/ML model structure, input /output of AI/ML model shall be reported by companies.
Appendix
Appendix A.1 Simulation assumptions for beam management (SLS) 
The following system level simulation assumptions to evaluate beam management are provided in Table 13. 
[bookmark: _Ref110628370]Table 13 Evaluation assumptions for beam management 
	Parameter
	Value

	Frequency Range
	FR2 @ 30 GHz with SCS 120 kHz

	Deployment
	Dense Urban (Macro only), Hex. Grid
200m ISD

	Channel mode
	UMa with distance-dependent LoS probability function

	UE Speed
	3km/h, 30km/h

	UE rotation speed
	0 deg/s

	BS Antenna Configuration
	One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ
32 beams (refer to right figure)

	UE Antenna Configuration
	Panel structure: (M,N,P) = (1,4,2), 
2 panels (left, right)
Total 8 beams 
UE Beam Elevation Angle: {0, 0, 0, 0}
UE Beam Azimuth Angle: {-50, -15, 15, 50}
2nd Panel Azimuth Angle + 180°

	Spatial consistency procedure
	Procedure A

	UE trajectory model
	Option #2



image2.png
Antenna Array Gain

20




image3.png
9

100

105

110

Set B (red cycle)
Set A (all cycle)

Set B (red cycle)
Set A (all cycle)

60

40 2 [ 20
Phi

8 beam > 32 beam

20 0 20 40 60
Phi

beam > 32 beam





image4.emf
20ms*8

For RX beam 

sweeping

Observationwindow

T1 = 160ms * 8

AI/ML Model

Beam 

Index

No prediction window 

T2 = 0

t = current time  t-T1 

t+T2 

RSRP measurement 

for configured TX 

beams via a certain 

RX beam 

… …

…

…

1-th report 8-th report


Microsoft_Visio_2003-2010____1.vsd
…



image5.png
Antenna Array Gain

16

14

12

10




image6.png
[V
(el i
in £
| v o
J¢i1 22
! 'Y o
_ o ge]
[}
L2
| 'iE o
| LR )
) 8
Il L 1 1 Il L 1
R Rk 8 8 8 8 8 8 ¢




image7.emf
…

20ms*8

For RX beam 

sweeping

…

Observation window 

T1 = 160ms * 8

AI/ML Model

Beam 

Index

No prediction window 

T2 = 0

t = current time 

t-T1 

t+T2 

WB SS-RSRP 

measurement 

1-th report 8-th report

NB CSI-RSRP 

measurement via best 

WB associated RXbeam

… …


Microsoft_Visio_2003-2010____2.vsd
…



image8.png
Theta

20,

Check whether the best narrow beam is in the Al predicted beam set.

s

50,

55,

100

108

10

. fixed 8 NBs





image9.emf
…

20ms*8

For RX beam 

sweeping

…

Observationwindow

T1 = 160ms * 8

AI/ML Model

Beam 

Index

Prediction window 

T2 = 160ms or 1440ms

t = current time  t-T1  t+T2 

RSRP measurement 

for configured TX 

beams via a certain 

RX beam 

…

…

1-th report 8-th report


Microsoft_Visio_2003-2010____3.vsd
…



image1.emf
FC Bi-LSTM Bi-LSTM Bi-LSTM

8 timesteps

of RSRP

Input

Output

AL/ML 

Model

Best beam BN FC BN


Microsoft_Visio_2003-2010____.vsd
BN


FC


Bi-LSTM


Bi-LSTM


Bi-LSTM


Input



