3GPP TSG RAN WG1 #110


R1-2206674
Toulouse, France, August 22nd – 26th, 2022
Source 
: CAICT
Title 
: Considerations on general aspects on AI/ML framework
Agenda Item
: 9.2.1
Document for
: Discussion / Decision
1. Introduction

In last meeting, the following agreements have been achieved on general aspects [1].
Agreement

Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 

Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Working Assumption 

Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 

The description of the terminologies may be further refined as the study progresses.

New terminologies may be added as the study progresses.

It is FFS which subset of terminologies to capture into the TR.

Table: Working list of terminologies

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


Conclusion

As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation

Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion

· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.
Agreement

Take the following network-UE collaboration levels as one aspect for defining collaboration levels

1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
These agreements and conclusions provide good framework for the further study of AI/ML based air interface design. In this contribution, we will provide some discussions on general aspects of AI/ML based air interface design.
2. Discussions 
2.1 Notations/Terminology
2.1.1 online/offline training
According to the discussions in last RAN1 meeting, there are lots of arguments on the definition of online/offline training. It is realized that the definition of online/offline training is related to some key elements, i.e. real-time, non-real time, newly-collected data, training and inference in the same node. Some clarification on the key elements will help the consensus on online/offline training. 
The arguments related to real and non-real time are the key for the definition of online and offline training. However, the time scale for training of different use cases is quite different and hard to converge to an absolute time, like several seconds or milliseconds. Alternatively, the definition of real and non-real time might be contrived to a relative time at the scale of AI/ML model monitoring period. At least, AI/ML model updating should match the process of AI/ML model monitoring and the real and non-real time of model training could anchor the period of AI/ML model monitoring instead of AI/ML model inference. 
Observation 1: The definition of real and non-real time of training could be based on AI/ML model monitoring period.

With the consensus of real and non-real time, the requirements on newly-collected data and training and inference in the same node could be left for implement. Without explicitly specification of data collection process, it is hard to judge whether the data for training is new or not. If the training process of an AI/ML model is on a server and the trained AI/ML is transferred to the target node timely, it could also be considered as a case of online training. Therefore, with a clear definition of real and non-real time, the limitation of newly-collected data and training place could be relaxed and left for implementation. 

Observation 2: With a clear definition of real and non-real time, the limitation of newly-collected data and training place could be relaxed and left for implementation.

The necessity of defining online/offline training depends on the actual usage of AI/ML model. If all training process is invisible and depends on implement, the benefit of have a clear definition of online/offline training is limited. For some specific scenarios, fast AI/ML model training or fine turning could be used to support model updating and performance improvements timely. Once such usage scenarios are identified, the definition of online/offline training is useful to provide a way of understanding the process of AI/ML training for air interface design.

Observation 3: The necessity of defining online/offline training depends on the actual use cases. 

In summary, online and offline training could be defined as below

Proposal 1: 

Online training: An AI/ML training process that is performed continuously with model monitoring and updating as model inference. 

Offline training: An AI/ML training process that is performed non-continuously with model monitoring and updating as model inference.

2.1.2 Other terminology

From the latest discussions, there are more concerns on training process, especially for two-side model use cases. With the limitation of original data transmission and other limitations, separate training and joint training is used for the description of training process within one node or among different nodes. The definition of separate training and joint training is more related to AI/ML model deployment at both UE and gNB side to make CSI information compression. The details could combine the discussions on collaboration level and CSI feedback enhancement.

Proposal 2: Separate training and joint training could be added to terminology list.
There are different training types for two-side AI model:

Type 1: gNB trains two-side AI model and transfers UE side model to UE.

Type 2: UE trains two-side AI model and transfers gNB side model to gNB. 

Type 3: gNB and UE train two-side AI model without model transfer. 

Separate training and joint training are two methods for type 3 two-side AI model training. Separate training is UE and gNB perform model training including forward propagation (FP) and backward propagation (BP) separately. Joint training is UE and gNB perform model training including forward propagation (FP) and backward propagation (BP) together. 

Proposal 3: Separate training could be defined as UE and gNB perform model training including forward propagation (FP) and backward propagation (BP) separately. Joint training could be defined as UE and gNB perform model training including FP and BP together.
2.2 Collaboration level
The further discussions on collaboration level are important for the understanding of AI/ML operation process and the common framework for AI/ML based solutions. In addition to model transfer, model updating should also be considered for the definition of collaboration level. 

AI/ML based solutions is data driven and highly related to real deployment scenarios and model updating is indispensable. According to the EVM discussions of CSI feedback, positioning and beam management, system level simulation is used as baseline. However, even AI/ML solution could be identified under system level simulation framework, it is still inevitable that an AI/ML model for a use case is fit for special area and time. Therefore, in order to ensure the performance and extend the applied scenarios of AI/ML based solutions, model updating should be considered as part of collaboration level.

Proposal 4: Model updating should be considered for collaboration level definition.

Model updating could be realized by directly model transfer as defined in collaboration level z. However, if directly model transfer could not be realized by some non-ideal factors, model updating without model transfer should be considered. When AI/ML model at UE side should be aligned with gNB side to make CSI feedback, a possible way of the AI/ML model alignment process could be realized by training dataset exchanging as proposed in [] Hw’s documents. Another possible way for AI/ML model alignment process might be joint training by intermedia data transmission during model training between gNB and UE, which is widely used by federated learning. The main concern for dataset transmission and intermedia data transmission is data size. If frequency large scales data transfer is required and limited gain is achieved, the benefit of AI/ML based solution will vanish. With limiting model size and fine tuning, there are still possibility that model updating is realized by joint training and/or dataset exchanging. 

Proposal 5: Collaboration level y could be further divided to level y-a and y-b:

Level y-a: Signaling-based collaboration without model transfer with transparent model updating.

Level y-b: Signaling-based collaboration without model transfer with assistant information of model updating.
When model updating is considered, if both UE and gNB should support model training to realize model updating, some further discussions on model training is necessary. In general, the power and calculation resource consumption of model training is larger than model inference and hard to estimate. There is no clear consensus that UE/chipset could support model training yet. Model training at server could be considered as a starting point and the ownership of server needs further discussed.

Observation 4: When model updating is considered, model training at UE side should further discussed. 

2.3 AI/ML model life cycle management
The key of AI/ML model life cycle management is AI/ML model performance monitoring. Once the performance of an AI/ML model could not satisfy the expectation, model switching or other operations will be triggered. The monitoring of AI/ML model performance could be based on model testing with labeled data or system KPI monitoring. In general, explicitly testing of AI/ML model with latest data could achieve the accurate performance of AI/ML model. However, the operation of AI/ML model testing requires labeled test data set, which is not easy to achieve or requires some extra data transmission in some scenarios. Therefore, a flexible AI/ML model monitoring framework for each use case is important for the real deployment of AI/ML model-based solution.

Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.

The details of flexible AI/ML model monitoring framework could be discussed further. The basic principle of flexible AI/ML model monitoring framework should be the combination of period model testing and non-periodic model monitoring triggered by system KPI monitoring. The period of model testing could be configurable and depend on the special use case requirements. KPI monitoring could follow legacy process and the abnormal KPI monitoring results could trigger the AI/ML model testing to identify the problem. 
Observation 5: AI/ML model testing and KPI monitoring could be combined to construct AI/ML model monitoring framework.

Both UE and gNB should consider AI/ML model testing and KPI monitoring. Once gNB and/or UE side deploy AI model, data collection, AI model testing and KPI monitoring should be performed. Besides, when UE perform AI model monitoring, it is also beneficial that some assistant information is feedback to gNB side to make AI model monitoring and updating related decisions. 

Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.

2.4 Common aspects of evaluation methodology
EVM for each use case is discussed in different sections. There are some common consensuses in last meeting on basic simulation assumptions. Especially, the general simulation framework based on 3GPP channel models are achieved, which means performance evaluation for different use cases will start. Considering the generation of dataset involves many details and the verification of dataset is difficult. In order to reduce the difficulty of crosscheck, dataset could also be directly provided online. Some public platforms could be used for dataset sharing. If some field test data are proposed for model training or testing, it should also be uploaded to public platform for cross check. 

Observation 6:  Dataset sharing is beneficial for crosscheck and AI/ML model testing.

3. Conclusion
In summary, the following proposals and observations are provided:
Observation 1: The definition of real and non-real time of training could be based on AI/ML model monitoring period.

Observation 2: With a clear definition of real and non-real time, the limitation of newly-collected data and training place could be relaxed and left for implementation.

Observation 3: The necessity of defining online/offline training depends on the actual use cases. 
Observation 4: When model updating is considered, model training at UE side should further discussed. 

Observation 5: AI/ML model testing and KPI monitoring could be combined to construct AI/ML model monitoring framework.

Observation 6:  Dataset sharing is beneficial for crosscheck and AI/ML model testing.

Proposal 1: 

Online training: An AI/ML training process that is performed continuously with model monitoring and updating as model inference. 

Offline training: An AI/ML training process that is performed non-continuously with model monitoring and updating as model inference.

Proposal 2: Separate training and joint training could be added to terminology list.
Proposal 3: Separate training could be defined as UE and gNB perform model training including forward propagation (FP) and backward propagation (BP) separately. Joint training could be defined as UE and gNB perform model training including FP and BP together.
Proposal 4: Model updating should be considered for collaboration level definition.

Proposal 5: Collaboration level y could be further divided to level y-a and y-b:

Level y-a: Signaling-based collaboration without model transfer with transparent model updating.

Level y-b: Signaling-based collaboration without model transfer with assistant information of model updating.
Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.

Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.
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