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Introduction
In RAN#94e meeting, one SID on AI/ML for Air interface is approved [1]. The objective of the study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact, and set up a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in future projects.
In RAN1#109e meeting [2], after extensive discussions, the following agreements and conclusions have been achieved.
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations. 
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models

Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



In this paper, we would share our opinions on the general aspects of AI/ML framework.

Discussion
Notation/terminology
It is the first time to introduce AI/ML technology being hot in IT industry, into wireless air interface field. It may be completely new to some people in the group. Thus, at the start, it is important to have some terminology definition to ensure the discussion among the group on the same page. Last meeting, after extensive discussion, one working assumption on the terminologies has been achieved. Given that new terminologies also can be added in future, we support to confirm the Working assumption, to speed up the progress in this topic.
Proposal 1: For the terminologies related to AI/ML in air interface field, support to confirm the Working assumption.
Regarding the definition of online training and offline training, last meeting, there are heated discussions. Although finally there is no agreement, the discussion provides potential dimensions to character online training for future convergence. According to the discussion [3], the following elements can be considered as potential defining characteristics of online training:
1) Whether the training is performed in real-time vs. non-real-time 
2) Whether the training is performed at the same node as where inference happens or different node from where inference is to be performed
3) Whether the model for training and the model for inference are used for the same environment
In our understanding, for online training, the key point is that the inference model being used can be updated in real-time, based on the real-time arrival data. Thus, the following definition from FL in last meeting with some update can be considered.
· 	Online training: An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
· Offline training: An AI/ML training process that is performed in a same or different node from model inference, based on collected data in non-real-time.
Proposal 2: Suggest to consider the following terminology definition:
· Online training: An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
· Offline training: An AI/ML training process that is performed in a same or different node from model inference, based on collected data in non-real-time.

Functional Framework of AI/ML
TR37.817 also provides one functional framework for AI/ML in RAN level, illustrated in below Figure 1. 


Figure 1. Functional Framework for RAN Intelligence
The detailed explanations of all terminologies in the framework or Fig.1 can be found in TR37.817 [3], and would not be repeated here. In our opinion, the functional framework also could be referenced for AI/ML enabled in air interface, while some enhancement can be considered if needed. 
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.

Collaborative level
Last meeting, we have agreed one collaborative level definition from the perspective of gNB-UE interactive signaling.  During meeting, some companies propose that one-sided inference or two-sided joint inference should also be considered as one dimension to definition collaborative. In our understanding, it can be included under the umbrella of current definition. For example, the following levels can be introduced under level y and level z to reflect one-sided inference or two-sided joint inference:
· Level y1: Signaling-based collaboration for single-sided model without model transfer
· Level y2: Signaling-based collaboration for two-sided model without model transfer
· Level z1: Signaling-based collaboration for single-sided model with model transfer
· Level z2: Signaling-based collaboration for two-sided model with model transfer

Proposal 4: Suggest to consider the following further collaborative level classification:
· For Level y:
· Level y1: Signaling-based collaboration for single-sided model without model transfer
· Level y2: Signaling-based collaboration for two-sided model without model transfer
· For level z:
· Level z1: Signaling-based collaboration for single-sided model with model transfer
· Level z2: Signaling-based collaboration for two-sided model with model transfer

Lifecycle management of AI/ML model
The lifecycle of AI/ML model typically includes these stages of model training, model validation, model test, model deployment, model inference, model monitoring, and model update. In general, model generation includes model training, model validation, and model test. Next, we would provide our views on these stages of AI/ML model.
· AI/ML model generation
For online training of AI/ML model, additional complexity is needed, e.g., a large amount of data needed to be storage, and tackled. It can not be beared at UE side, e.g, for smartphone. Thus, we suggest to focus offline AI/ML model training at the first stage. Online training for advanced UE, e.g., laptop, can be considered in future.
Proposal 5: Offline AI/ML model training is the first priority.
In general, AI/ML model generation can be located at UE side or gNB side, or at both sides, which can be use case specific. F	or example, when the function of CSI predication is considered at UE side, AI/ML model generation can be located at UE side; when the function of CSI predication is considered at gNB side, AI/ML model generation can be located at gNB side. 
In reality, the channel status of wireless communication is dynamic and complex. The generality of one AI/ML model should be enough good, otherwise, much more expense would be brought about, e.g., the storage requirement for AI/ML model would be sharply increasing. Thus, how to enhance the generality of AI/ML model should be specially considered during AI/ML model generation. For example, mixed data sets can be considered.
Proposal 6: The generalization of AI/ML model should be specifically considered during AI/ML model generation.

· AI/ML model deployment
AI/ML model deployment depends on collaborative level, which is use case specific. For example, for collaboration level x/y, no model transfer is needed, and model deployment can be up to implementation. Meanwhile, for collaboration level z, model exchange is needed. AI/ML model transfer, e.g., model download, can avoid model training operations at some side, to reduce some cost. It is beneficial for some low-end devices. On the flip side, whether one AI/ML model can be deployed at one side also depends on whether the side has the capability of bearing the complexity brought about by AI/ML algorithm. The model complexity and the capability of UE/gNB should be matched. 
Proposal 7: The AI/ML model can be transferred, or not, which is use case specific.

· AI/ML model inference
In general, AI/ML model inference can be located at UE side or gNB side, or at both sides, which can be use case specific. For example, for the sub use case – CSI prediction, the model inference can be located at UE side or gNB side. While for sub use case – CSI compression and recovery, the model inference are located at both UE side and gNB side.
Proposal 8: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.
From the perspective of standard, how to enable and configure the function enabled by AI/ML should be discussed. On the other hand, the coexistence with legacy operations should also be considered. For example, since the high complexity and power cost issue, in some scenarios（e.g., no high performance requirement）, the function of AI/ML can be turned off to save power.

· AI/ML model monitoring and update
In our understanding, all of use cases still can be embedded into current communication procedure. In details, CSI feedback and beam management still can reuse the current CSI framework, and Positioning also can reuse the current positioning mechanism. Thus, legacy monitoring mechanism and update can be reused. Besides, higher performance requirement should be set for AI/ML enabled feature when monitoring AI/ML model, since the better performance is the reason why we support AI/ML model with higher complexity. 
Proposal 9: Higher performance requirement should be considered when monitoring AI/ML model.
The generalization of AI/ML model is one factor influencing AI/ML model updating frequency. For example, if AI/ML model is scenario specific, when UE moves from one place to another place, the AI/ML model should be updated. Frequent AL/ML model updating would bring much overhead, and deteriorate performance.
Proposal 10: The better generalization of AI/ML model should be strived, to avoid frequent AI/ML model updating.

Conclusion 
In this contribution, we provide our opinions on general aspects of AI/ML:
Proposal 1: For the terminologies related to AI/ML in air interface field, support to confirm the Working assumption.
Proposal 2: Suggest to consider the following terminology definition:
· Online training: An AI/ML training process that is performed in the same node as model inference, based on newly-collected data in (near) real-time
· Offline training: An AI/ML training process that is performed in a same or different node from model inference, based on collected data in non-real-time.
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.
Proposal 4: Suggest to consider the following further collaborative level classification:
· For Level y:
· Level y1: Signaling-based collaboration for single-sided model without model transfer
· Level y2: Signaling-based collaboration for two-sided model without model transfer
· For level z:
· Level z1: Signaling-based collaboration for single-sided model with model transfer
· Level z2: Signaling-based collaboration for two-sided model with model transfer
Proposal 5: Offline AI/ML model training is the first priority.
Proposal 6: The generalization of AI/ML model should be specifically considered during AI/ML model generation.
Proposal 7: The AI/ML model can be transferred, or not, which is use case specific.
Proposal 8: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.
Proposal 9: Higher performance requirement should be considered when monitoring AI/ML model.
Proposal 10: The better generalization of AI/ML model should be strived, to avoid frequent AI/ML model updating.
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