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[bookmark: _Ref521334010]Introduction
In RAN #94-e meeting, AI/ML for NR air-interface was agreed and the several objectives were approved in the SID [1]. In RAN1 #109-e meeting, sub use cases for AI/ML based CSI feedback enhancement were discussed, and following agreement and conclusion were achieved [2]:
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.


In this contribution, sub use cases other than spatial-frequency domain CSI compression using two-sided AI/ML model for AI/ML based CSI feedback enhancement are analyzed. We also provide our views on model quality monitoring, scalability of AI/ML models, and training strategies for spatial-frequency domain CSI compression using two-sided AI/ML model, as well as their corresponding spec impacts.
Discussion
Sub use cases
For AI/ML-based CSI feedback, spatial-frequency domain CSI compression using two-sided AI/ML model was selected as one representative sub use case in RAN1 #109-e meeting. The following sub use cases are still open:
· Temporal-spatial-frequency domain CSI compression using two-sided model;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· CSI prediction using one-sided model;
· CSI-RS configuration and overhead reduction;
· Resource allocation and scheduling;
· Joint CSI prediction and compression.
Temporal-spatial-frequency domain CSI compression
Temporal-spatial-frequency domain CSI feedback takes the temporal correlation across multiple CSI reporting instants into consideration in addition to the conventional spatial-frequency domain CSI compression. For the sub use cases involve temporal-spatial-frequency domain CSI feedback, conventional spatial-frequency domain CSI compression is used in the CSI reporting instant for initial/reference channel(s) and temporal-spatial-frequency domain CSI feedback is used in other CSI reporting instants. For temporal-spatial-frequency domain CSI feedback, differential CSI(s) of channel in current reporting instant and channel(s) in history reporting instant(s) are reported. When the temporal correlation of the reporting instants is high, the overhead of differential CSI feedback is expected to be lower than that of absolutely spatial-frequency domain CSI feedback. A typical structure of temporal-spatial-frequency domain CSI feedback is shown in Figure 1.
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[bookmark: _Ref110948837]Figure 1: An illustration of temporal-spatial-frequency domain CSI feedback
Although compared to AI/ML based spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback can further reduce the overhead of CSI feedback in the scenarios with medium or high temporal correlation among CSI reporting instants, there are several challenges. Firstly, more efforts for data collection are needed. For each training sample, a series of channels have to be collected and one or more channels have to be labelled. Secondly, the complexity of AI/ML model would be increased since channels of multiple instants would be involved. Finally, the baseline is hard to be determined. Since temporal-spatial-frequency domain CSI feedback can be seen as a further enhancement for spatial-frequency domain CSI feedback, spatial-frequency domain CSI feedback for all CSI reporting instants might be used as baseline. However, it is hard to define a common AI/ML model for spatial-frequency domain CSI feedback as baseline at this stage. Now that spatial-frequency domain CSI feedback has been selected as a sub use case in Rel-18, maybe temporal-spatial-frequency domain CSI feedback can be studied in a later release.
Observation 1: Compared to spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback reduces the overhead of CSI feedback in the cost of higher complexity of AI/ML model and more efforts for data collection. 
Improving the CSI accuracy based on traditional codebook design using one-sided model
AI/ML based CSI accuracy improvement based on traditional codebook design using one-sided model can be deployed at UE side or network side. An illustration of that deployed at UE side is provided in Figure 2. In traditional CSI acquisition framework, the accuracy of channel estimation depends on the level of SINR. When SINR is low, the channel estimation is not accurate. This would cause inaccurate CSI. By replacing the traditional CSI acquisition module at UE side with an AI/ML model, the impact of noise and interference may be mitigated, so the accuracy of CSI can be improved. Since traditional CSI feedback content is used and both training and inference of the AI/ML model can be implemented at UE side, no spec enhancement is needed for this sub use case. 
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[bookmark: _Ref110948871]Figure 2: AI based CSI feedback acquisition based on traditional codebook design at UE side
For the sub use case with AI/ML based CSI accuracy improvement based on traditional codebook design at network side, AI/ML model is used to acquire more accurate channel state information. As high precision CSI should be labelled for this sub use case, the only spec impact of this sub use case is high precision CSI collection for training. For spatial-frequency domain CSI compression using two-sided AI/ML model, if the AI/ML model is trained at network side, high precision CSI should also be collected. That means if spatial-frequency domain CSI compression using two-sided AI/ML model is specified, high precision CSI collection would be supported. Then AI/ML based CSI accuracy improvement based on traditional codebook design at network side can be enabled without additional specification impact. Since the spec impacts of spatial-frequency domain CSI compression using two-sided AI/ML model would be invested in Rel-18, spending efforts on this sub use case in Rel-18 is not preferred.
Observation 2: Improving the CSI accuracy based on traditional codebook design at UE side can be up to UE implementation. The spec impact of improving the CSI accuracy based on traditional codebook design at network side is high precision CSI collection for training.
CSI prediction using one-sided model
AI/ML based CSI prediction can be used to reduce RS/CSI feedback overhead and/or improve system performance. There are several branches for this sub use case:
· Alt 1: AI/ML based CSI prediction in time domain
· Alt 2: AI/ML based DL/UL CSI prediction via UL/DL RS
· Alt 3: AI/ML based spatial/frequency/time domain CSI prediction through partial information
For Alt 1, AI/ML model is used to predict the CSI for a future time instant. It can be applied at UE side or at the network side. The procedure of AI/ML based time domain channel prediction applied at UE side and network side are shown in Figure 3 and Figure 4 respectively. 
When the AI/ML model is applied at UE side, the AI/ML model can be used to predict the CSI for a future instant for DL or used to predict the UL precoding for a future instant. For such case, AI/ML related training can also be conducted at UE side. When the AI/ML model is applied at gNB, the AI/ML model can be used to predict future CSI/scheduling. For such case, AI/ML related training can also be conducted at gNB.
For Alt 1, when AI/ML model training and inference are conducted at the same side, AI/ML model related information exchange between UE and gNB is not needed. However, if the AI/ML model is trained at one side, but inference is conducted at the other side, AI/ML model related information exchange between UE and gNB is necessary. 
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[bookmark: _Ref110948897]Figure 3: AI/ML based CSI prediction for future at UE side
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[bookmark: _Ref110948907]Figure 4: AI/ML based CSI prediction for future at gNB
Both Alt 1 and BM-Case2 for beam management perform temporal prediction based on historic measurement results, therefore they have the same collaboration levels, similar data collection procedures and similar algorithms. Since BM-Case2 has been agreed to be studied in Rel-18, most of designs of it can be extended to Alt 1. In order to avoid duplicated work, we prefer to study Alt 1 after most conclusions on BM-Case2 are achieved.
Observation 3: AI/ML based CSI prediction in time domain and BM-Case2 have the same collaboration levels, similar data collection procedures and similar algorithms.
For Alt 2, AI/ML model is used to predict UL CSI through DL RSs, or predict DL CSI through UL RSs. It can be applied in various scenarios, e.g., scenarios with partial UL/DL reciprocity (e.g. in FDD), scenarios with remarkable calibration errors, or scenarios with asymmetric antenna configurations. Similar as Alt 1, for Alt 2, both training and inference of AI/ML model can be conducted at the same side or at different sides. When training and inference are conducted at different sides, AI/ML model related information exchange between UE and gNB is needed. The procedure of AI/ML model applied at UE side and network side are shown in Figure 5 and Figure 6 respectively. As shown in the figures, when the AI/ML model is applied at UE, UL channel can be predicted based on the channel estimation of CSI-RS, and then UL precoding can be acquired. When the AI/ML model is applied at gNB, DL CSI/scheduling can be predicted based on the channel estimation of SRS.
[image: ]
[bookmark: _Ref110948924]Figure 5: AI/ML based UL prediction via CSI-RS at UE
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[bookmark: _Ref110948928]Figure 6: AI/ML based DL prediction via SRS at gNB
Since whether Alt 2 can achieve similar performance as that of DL/UL CSI feedback for DL/UL directly is not clear and the applicable scenario is limited, low priority is preferred.
Alt 3 is the case of full channel information prediction from partial channel information in spatial/frequency/time domain. For this alternative, AI/ML related inference can be conducted at one side of network or UE, or at both sides. 
Take predicting CSI of all ports from partial port measurements as an example. If the AI/ML model is applied at UE side only, as the example shown in Figure 7, the input of the AI/ML model is the channel estimation of CSI-RS of partial ports, and the output of the AI/ML model is the CSI feedback corresponding to all ports, i.e. UE uses AI/ML model to predict the CSI corresponding to all ports with CSI-RS of partial ports. Then gNB can use the full CSI for the subsequent scheduling. If the AI/ML model is applied at gNB only, as the example shown in Figure 8, for a traditional UE reporting the CSI corresponding to partial ports, gNB can use AI/ML model to figure out CSI corresponding to all ports. 
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[bookmark: _Ref110948951]Figure 7: Channel prediction from partial ports to full ports at UE side
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[bookmark: _Ref110948966]Figure 8: Channel prediction from partial ports to full ports at gNB
Both Alt 3 and BM-Case1 for beam management are doing large range prediction based on small range measurement results, so they have lots of similarity, such as same collaboration levels and similar algorithms. In order to avoid duplicated work, we prefer to study Alt 3 after most conclusions on BM-Case1 are achieved.
Observation 4: AI/ML based spatial/frequency/time domain CSI prediction through partial information and BM-Case1 have the same collaboration levels, similar data collection procedures and similar algorithms.
Resource allocation and scheduling
Resource allocation and scheduling are parallel topics of CSI feedback and unlikely to have specification impact. We prefer not to study sub use cases for resource allocation and scheduling in Rel-18.
Joint CSI prediction and compression
Joint CSI prediction and compression takes the advantages of both CSI prediction and compression using AI/ML approach. It can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression. Since AI/ML based CSI prediction is not selected as a typical sub use case for CSI feedback in Rel-18 yet, we prefer to set joint CSI prediction and compression with lower priority than CSI prediction and CSI compression.
Observation 5: Joint CSI prediction and compression can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression.
Based on the discussions above, we have following proposals on sub use cases for AI/ML based CSI feedback:
Proposal 1: The following sub use cases for CSI feedback are not considered in Rel-18:
· Temporal-spatial-frequency domain CSI compression;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· AI/ML based DL/UL CSI prediction via UL/DL RS
· AI/ML based spatial/frequency/time domain CSI prediction through partial information;
· Resource allocation and scheduling;
· Joint CSI prediction and compression.
Proposal 2: The sub use case of AI/ML based CSI prediction in time domain is deprioritized in Rel-18.
Training of AI/ML model for CSI 
For spatial-frequency domain CSI compression using two-sided AI/ML model, the following AI/ML model training collaborations were discussed in RAN1 #109-e meeting:
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side and NW side for CSI feedback generation model/CSI reconstruction model respectively.
The main idea of Type 1 and Type 2 is training the two-sided AI/ML model in one side and transferring a part of AI/ML model (encoder/decoder) to the other side through air interface. The AI/ML model may be transferred directly or implicitly through AI/ML model related parameters. 
The advantage of joint training of two-sided model with model transfer to one side is that it has best performance in theory. It also has several challenges:
1) AI/ML model for CSI feedback is expected to be privately owned by network or UE. Transferring AI/ML model may cause proprietary issue. 
2) The AI/ML model trained in one side may not well match the hardware platform of the other side. Since the AI/ML model is not optimized for the hardware platform in the other side, when part of AI/ML model runs in the other side, low operating efficiency, high power consumption and large operating delay may be incurred.
3) If the AI/ML model is transferred through air interface directly, a common model representation format (MRF) would be needed to transfer programming languages between network and UE. There is no such MRF for wireless communication systems in 3GPP at present.
For the strategies of joint training of two-sided model in one side with model transferred to the other side, the spec impacts on following aspects have to be considered:
1) Mechanisms on triggering and reporting AI/ML based CSI feedback.
2) Mechanisms on AI/ML model related information exchanging. It involves signaling design, whether the AI/ML model is transferred directly or only partial parameters of AI/ML model are transferred, and whether a MRF is used or not, etc.
3) Training related procedures and/or signaling design. For joint training of the two-sided model in one side, the input of encoder is also used as label itself, therefore for training data collection, only input for encoder is needed.   If the AI/ML model is trained at network, mechanisms on acquiring high precision CSI for model training is needed. If the AI/ML model is trained at UE, the data collected by CSI-RS for the UE may not be large enough, and thus how to acquire more data has to be considered.
4) AI/ML model monitoring and procedures for AI/ML model updating/changing/fallback. Due to the change of wireless propagation environments, whether an AI/ML model is still valid should be monitored and the design on procedure for AI/ML model update/change/fallback has to be considered.
Type 3 is a strategy that can avoid AI/ML model transfer between UE and network. However, whether Type 3 can work well is questionable since model updating is not supported after deployment. The robustness of AI/ML model may not be good enough when the wireless propagation environment changes. Compared to other training strategies, Type 3 has less spec impact. If AI/ML model is not downloaded through air interface, only enhancement on mechanisms on reporting AI/ML based CSI feedback is needed.
Type 4 is an attractive solution that can avoid model transfer. How to realize separate training should be studied. One possible solution is that each side trains part of AI/ML model (i.e., encoder at UE side, and decoder at network side) based on a common training data set of {Channel, CSI}, wherein the input and label for encoder is ‘Channel’ and ‘CSI’ respectively, and the input and label for decoder is ‘CSI’ and ‘Channel’ respectively. How to obtain pairs of {Channel, CSI} has to be considered for separate training. Similar as joint training of two-sided model in one side, except for model transfer, the spec impacts on AI/ML based CSI feedback such as triggering and reporting, training related procedures, and LCM aspects (e.g., model monitoring, model updating, model changing and scheme fallback) should be considered.
Besides the above four training strategies, another training strategy is joint training the AI/ML model at both sides, by exchanging training related information (e.g. forward propagation values, backward propagation values, etc.) to the other side. Such strategy may bring heavy burden in air interface, which can be considered later.
Proposal 3: The spec impacts on following aspects are considered for spatial-frequency domain CSI compression using two-sided AI/ML model:
· Mechanisms on triggering and reporting AI/ML based CSI feedback;
· Training related procedures and/or signaling design; 
· AI/ML model monitoring and procedures for AI/ML model updating/changing/fallback;
· Mechanisms on AI/ML model related information exchanging (for joint training only).
Proposal 4: Study whether separate training for spatial-frequency domain CSI compression using two-sided AI/ML model is feasible, with the following aspects considered:
· Whether the same training dataset is used by both sides;
· Mechanisms on training dataset collection & transfer;
· Whether the two sides can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet);
· Whether associated /partial of AI/ML model related information exchange is needed.
Model quality monitoring
The propagation environment may change due to various factors, e.g. moving of UE and new obstacles. Due to large change of propagation environment, the performance of AI/ML based CSI feedback may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid. When an AI/ML model does not work well, updating AI/ML model, switching AI/ML model, or fallback to codebook based CSI feedback can be considered. 
For AI/ML based CSI feedback, the AI/ML model quality can be monitored by UE side, network side or both sides. For example, if one side knows both encoder and decoder of the AI/ML model, it can evaluate the quality of AI/ML model by calculating GCS/SGCS of the AI/ML model. Which side takes responsibility on model quality monitoring should be studied.
Proposal 5: Study mechanisms on model quality monitoring for CSI feedback, with the following aspects considered:
· Which side takes responsibility on model quality monitoring, e.g. at UE side, at network side, or both;
· The scheme of model quality monitoring when only partial of AI/ML model (i.e. encoder/decoder) is known by one side.
Scalability of AI/ML model
For a given AI/ML model for CSI feedback, its performance can be affected by lots of parameters. For example, an AI/ML model trained for 16 ports may work well in a scenario with CSI feedback for 16 ports, but has performance loss in scenarios with CSI feedback for 32 ports. In order to have a good CSI feedback performance for various parameters, gNB and UE have to deploy multiple AI/ML models. Training and storing multiple AI/ML models require higher AI/ML model training burden and larger storage memory, and possibly larger overhead for AI/ML model transferring. In order to reduce model training burden, storage memory and model transferring overhead, developing scalable and flexible frameworks for AI/ML based approaches for CSI feedback is needed. One possible scalable AI/ML model structure is provided in our companion contribution [3], with initial evaluation results provided.
Proposal 6: Study the scalable and flexible frameworks for AI/ML based approaches for CSI feedback.
Proposal 7: On evaluation of scalability of AI/ML model for CSI feedback, the following configurations can be considered as the starting point:
· Different number of antenna ports, e.g. 32 ports, 16 ports.
· Different number of reporting subbands.
· Different bandwidths, e.g. 10MHz vs. 20MHz.
· Different numerologies, e.g. 15kHz vs. 30kHz.
· Different CSI feedback payloads.
Conclusions
In this contribution, we provided our analysis on sub use cases for AI/ML based CSI feedback, and provide our views on model training, model quality monitoring, scalability of AI/ML model and spec impacts of AI/ML based CSI feedback. We have the following observations and proposals:
Observation 1: Compared to spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback reduces the overhead of CSI feedback in the cost of higher complexity of AI/ML model and more efforts for data collection. 
Observation 2: Improving the CSI accuracy based on traditional codebook design at UE side can be up to UE implementation. The spec impact of improving the CSI accuracy based on traditional codebook design at network side is high precision CSI collection for training.
Observation 3: AI/ML based CSI prediction in time domain and BM-Case2 have the same collaboration levels, similar data collection procedures and similar algorithms.
[bookmark: _GoBack]Observation 4: AI/ML based spatial/frequency/time domain CSI prediction through partial information and BM-Case1 have the same collaboration levels, similar data collection procedures and similar algorithms.
Observation 5: Joint CSI prediction and compression can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression.

Proposal 1: The following sub use cases for CSI feedback are not considered in Rel-18:
· Temporal-spatial-frequency domain CSI compression;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· AI/ML based DL/UL CSI prediction via UL/DL RS
· AI/ML based spatial/frequency/time domain CSI prediction through partial information;
· Resource allocation and scheduling;
· Joint CSI prediction and compression.
Proposal 2: The sub use case of AI/ML based CSI prediction in time domain is deprioritized in Rel-18.
Proposal 3: The spec impacts on following aspects are considered for spatial-frequency domain CSI compression using two-sided AI/ML model:
· Mechanisms on triggering and reporting AI/ML based CSI feedback;
· Training related procedures and/or signaling design; 
· AI/ML model monitoring and procedures for AI/ML model updating/changing/fallback;
· Mechanisms on AI/ML model related information exchanging (for joint training only).
Proposal 4: Study whether separate training for spatial-frequency domain CSI compression using two-sided AI/ML model is feasible, with the following aspects considered:
· Whether the same training dataset is used by both sides;
· Mechanisms on training dataset collection & transfer;
· Whether the two sides can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet);
· Whether associated /partial of AI/ML model related information exchange is needed.
Proposal 5: Study mechanisms on model quality monitoring for CSI feedback, with the following aspects considered:
· Which side takes responsibility on model quality monitoring, e.g. at UE side, at network side, or both;
· The scheme of model quality monitoring when only partial of AI/ML model (i.e. encoder/decoder) is known by one side.
Proposal 6: Study the scalable and flexible frameworks for AI/ML based approaches for CSI feedback.
Proposal 7: On evaluation of scalability of AI/ML model for CSI feedback, the following configurations can be considered as the starting point:
· Different number of antenna ports, e.g. 32 ports, 16 ports.
· Different number of reporting subbands.
· Different bandwidths, e.g. 10MHz vs. 20MHz.
· Different numerologies, e.g. 15kHz vs. 30kHz.
· Different CSI feedback payloads.
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