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In RAN#94-e meeting, AI/ML for NR air-interface was agreed and the several objectives were approved in the SID [1]. In RAN1 #109 e-meeting, evaluation methodology and KPIs for AI/ML based CSI feedback enhancement were discussed, and the following agreements were achieved [2]:
	Agreement
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline
· Link level simulation is optionally adopted
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, for the calibration purpose on the dataset and/or AI/ML model over companies, consider to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of EVM for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.)
· Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
· FFS: the ideal channel estimation is applied for dataset construction, or performance evaluation/inference.
· FFS: How to model the realistic channel estimation
· FFS: Whether ideal channel is used as target CSI for intermediate results calculation with AI/ML output CSI from realistic channel estimation
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, companies can consider performing intermediate evaluation on AI/ML model performance to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, Floating point operations (FLOPs) is adopted as part of the ‘Evaluation Metric’, and reported by companies.

Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
· FFS: the format of the AI/ML parameters
Agreement 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information.
· At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following table is taken as a baseline of EVM
· Note: the following table captures the common parts of the R16 CSI enhancement EVM table and the R17 CSI enhancement EVM table, while the different parts are FFS.
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only) is a baseline.
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, FFS 2GHz or 4GHz as a baseline

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
-          32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
-          16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz for 2GHz, 30kHz for 4GHz

	Simulation bandwidth
	FFS

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	FFS

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	FFS

	Traffic load (Resource utilization)
	FFS

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)
FFS whether/what other indoor/outdoor distribution and/or UE speeds for outdoor UEs needed

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline
FFS ideal channel estimation

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics.
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback)for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	FFS



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, as a starting point, take the intermediate KPIs of GCS/SGCS and/or NMSE as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI
· For GCS/SGCS, 
· FFS: how to calculate GCS/SGCS for rank>1
· FFS: whether GCS or SGCS is adopted
· FFS other metrics, e.g., equivalent MSE, received SNR, or numerical spectral efficiency gap.
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if LLS is preferred, the following table is taken as a baseline of EVM
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. 
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
· FFS: other parameters and values if needed
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g. LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



Agreement (modified by May 23rd post)
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The training dataset of configuration(s)/ scenario(s), including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· The detailed list of configuration(s) and/or scenario(s)
· Other details are not precluded
Note: Above agreement is updated as follows
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, study the verification of generalization. Companies are encouraged to report how they verify the generalization of the AI/ML model, including:
· The configuration(s)/ scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
· The configuration(s)/ scenario(s) for testing/inference
· Other details are not precluded

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the details of their models, including:
· The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
· The input CSI type, e.g., raw channel matrix estimated by UE, eigenvector(s) of the raw channel matrix estimated by UE, etc.
· FFS: the input CSI is obtained from the channel with or without analog BF
· The output CSI type, e.g., channel matrix, eigenvector(s), etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded
Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the following parameters are taken into the baseline of EVM
· Note: The 2nd column applies if R16 TypeII codebook is selected as baseline, and the 3rd column applies if R17 TypeII codebook is selected as baseline.
· Additional assumptions from R17 TypeII EVM Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline
· FFS baseline for potential sub use cases involving CSI enhancement on time domain
· Note: the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions.
· The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
· FFS: modifications on top of the following table for the purpose of AI/ML related evaluations.
	Parameter
	Value (if R16 as baseline)
	Value (if R17 as baseline)

	Frequency Range
	FR1 only, 2GHz as baseline, optional for 4GHz.
	FR1 only, 2GHz with duplexing gap of 200MHz between DL and UL, optional for 4GHz

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz.
	20 MHz for 15kHz as a baseline (optional for 10 MHz with 15KHz), and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered. Above 15kHz is replaced with 30kHz SCS for 4GHz

	MIMO scheme
	SU/MU-MIMO with rank adaptation.
Companies are encouraged to report the SU/MU-MIMO with RU
	SU/MU-MIMO with rank adaptation. Companies are encouraged to report the SU/MU-MIMO with RU

	Traffic load (Resource utilization)
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.
	20/50/70%
Companies are encouraged to report the MU-MIMO utilization.



Agreement 
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
	Baseline for performance evaluation
	Companies need to report which option is used between
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
- FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation



Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, companies to report the GCS/SGCS calculation/extension methods, including:
· Method 1: Average over all layers
· Note: [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image023(05-25-10-12-00).png] is the [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png]eigenvector of the target CSI at resource unit i and K is the rank. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image025(05-25-10-12-00).png]is the [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png] output vector of the output CSI of resource unit i. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image026(05-25-10-12-00).png] is the total number of resource units. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image027(05-25-10-12-00).png] denotes the average operation over multiple samples.
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· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
· Other methods are not precluded
FFS: Further down-selection among the above options or take one/a subset of the above methods as baseline(s).


In this contribution, evaluation methodology on scalability of AI/ML models and intermediate KPI for rank>1 are discussed. Evaluation results on spatial-frequency domain CSI compression using two-sided AI/ML model are also provided.
Evaluation methodology
Scalability of AI/ML models
AI/ML models for CSI feedback trained for a particular scenario with particular CSI feedback parameters may work well in the same or similar scenarios, but not necessarily also perform well in other scenarios. In fact, the performance may degrade significantly when the scenario of AI/ML model deployment does not match the scenarios of AI/ML model training. In NR systems, multiple CSI reports with different parameters can be configured. If different AI/ML models are trained for CSI reports with different parameters, both network and UE have to deploy multiple AI/ML models. Then multiple AI/ML models have to be trained, stored, and possibly be transferred between network and UE. This leads to higher AI/ML model training burden and larger storage memory, and possibly larger overhead for AI/ML model transferring. In order to reduce model training burden, storage memory and model transferring overhead, scalable and flexible frameworks for AI/ML based approaches for CSI feedback is desirable. 
Proposal 1: Develop scalable and flexible frameworks for AI/ML based approaches for CSI feedback.
In NR systems, different CSI reports can be configured in the same or different BWPs, with the same or different number of reporting subbands. One CSI report can be configured with one or multiple CSI-RS resources with the same or different number of antenna ports. At least the following aspects can be considered for the study of scalability of AI/ML models:
· Different number of antenna ports, e.g. 32 ports, 16 ports;
· Different number of reporting subbands;
· Different bandwidths, e.g. 10 MHz vs. 20 MHz;
· Different numerologies, e.g. 15 kHz vs. 30 kHz;
Variable payloads for CSI feedback is supported in NR systems for codebook based CSI feedback. It can provide flexibility for network to adjust the tradeoff between CSI acquisition accuracy and CSI feedback overhead. For AI/ML based CSI feedback, such flexibility should be maintained, and variable payloads for CSI feedback should be supported. Therefore scalability of AI/ML models for different CSI feedback payloads should also be considered.
Proposal 2: The following aspects are considered on the study of scalability of AI/ML models:
· Different number of antenna ports, e.g. 32 ports, 16 ports.
· Different number of reporting subbands.
· Different bandwidths, e.g. 10 MHz vs. 20 MHz.
· Different numerologies, e.g. 15 kHz vs. 30 kHz.
· Different CSI feedback payloads.
In order to evaluate the scalability of AI/ML model, the following metrics can be considered:
· Performance (SE/GCS): scalable AI/ML model based CSI feedback vs. codebook based CSI feedback;
· AI/ML memory storage: scalable AI/ML model based CSI feedback vs. CSI feedback with a set of AI/ML models trained independently for each configuration;
· Training complexity: scalable AI/ML model based CSI feedback vs. CSI feedback with a set of AI/ML models trained independently for each configuration.
Proposal 3: To evaluate the scalability of AI/ML models, the following metrics are considered:
· Performance (SE/GCS): scalable AI/ML model based CSI feedback vs. codebook based CSI feedback;
· AI/ML memory storage: scalable AI/ML model based CSI feedback vs. CSI feedback with AI/ML models trained independently for each configuration;
· Training complexity: scalable AI/ML model based CSI feedback vs. CSI feedback with AI/ML models trained independently for each configuration.
Intermediate KPI
In RAN1#109-e, for the evaluation of the AI/ML based CSI feedback enhancement, the intermediate KPIs of GCS/SGCS and/or NMSE were taken as part of the ‘Evaluation Metric’ to evaluate the accuracy of the AI/ML output CSI. One open issue is how to report GCS/SGCS for rank>1 cases if GCS/SGCS is adopted. The following three methods were provided in RAN1#109-e:
· Method 1: Average over all layers
· Note: [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image023(05-25-10-12-00).png] is the [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png]eigenvector of the target CSI at resource unit i and K is the rank. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image025(05-25-10-12-00).png]is the [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image024(05-25-10-12-00).png] output vector of the output CSI of resource unit i. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image026(05-25-10-12-00).png] is the total number of resource units. [image: C:\Users\cmcc\AppData\Roaming\Foxmail7\Temp-9192-20220519203036\Attach\image027(05-25-10-12-00).png] denotes the average operation over multiple samples.
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· Method 2: Weighted average over all layers
· Note: Companies to report the formula (e.g., whether normalization is applied for eigenvalues)
· Method 3: GCS/SGCS is separately calculated for each layer (e.g., for K layers, K GCS/SGCS values are derived respectively, and comparison is performed per layer)
Down-selection among the above options is preferred for better performance comparison among companies. Since the result for mothed 1 can be obtained by averaging per layer GCS/SGCS in method 3, and the result for mothed 2 can also be obtained by weighted averaging per layer GCS/SGCS in method 3, method 3 is preferred. Therefore, the information of performance of each layer can be kept as much as possible.
Proposal 4: For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, GCS/SGCS is separately calculated for each layer and reported (method 3). 
Simulation results
In this section, our simulation results on spatial-frequency domain CSI compression using two-sided AI/ML models are provided, with the simulation assumptions shown in Annex. 
Joint training
The simulations in this section assume that AI/ML model for CSI compression are jointly trained and the encoder and decoder are deployed in UE side and network side respectively.
Scalable AI/ML model
Since variable payloads for AI/ML model based CSI feedback should be supported as that for codebook based CSI feedback in Rel-16, AI/ML models that can adjust variable payloads should be considered. If AI/ML models are trained separately for each payload configuration, the training burden, storage memory and model transferring overhead would be increased linearly with the number of payload configurations. In order to reduce model training burden, storage memory and model transferring overhead, scalable AI/ML based approaches for CSI feedback should be considered.
One possible scalable AI/ML model is shown in Figure 1, with the parameters for model training shown in Table 1. Transformer based AI/ML model is used in both encoder part (EN block) and decoder part (DE block), and fully-connected layers are used for both down-sampling (DS-x block) and up-sampling (US-x block). Each pair of DS-x and US-x blocks corresponds to a payload configuration, while EN block and DE block are shared among all payload configurations. At the training phase multi-task learning scheme is used and the loss function is the average GCS over all payload configurations. At the inference phase only one branch is activated according to the configured payload. The input data  is eigenvector based on SVD of channel matrix.


Figure 1: Basic structure of AI/ML model

Table 1: Parameters for AI/ML model training
	Parameter 
	Value

	Size of training data set
	

	Size of validation data set
	

	Size of test data set
	

	Epoch
	100

	Batch size
	256

	Learning rate
	

	Optimizer
	Adam

	Loss function
	GCS

	Quantization
	Uniform, 2 bits



Simulation results for rank 1 with the above scalable model are provided in Figure 2, and the FLOPs and size of AI/ML model for each CSI payload are provided in Table 2. 
 
Figure 2: Intermediate simulation results for rank 1

Table 2: FLOPs and size of AI/ML model for different CSI feedback payloads for rank 1
	CSI feedback configuration
	Config1
	Config2
	Config3
	Config4
	Config5
	Config6
	Config7
	Config8

	CSI feedback payload (bits)
	20
	40
	60
	80
	100
	120
	140
	160

	FLOPs(M)
	39.5
	39.6
	39.7
	39.7
	39.8
	39.9
	39.9
	40

	CSI feedback configuration
	Config9
	Config10
	Config11
	Config12
	Config13
	Config14
	Config15
	Config16

	CSI feedback payload (bits)
	180
	200
	220
	240
	260
	280
	300
	320

	FLOPs(M)
	40
	40.1
	40.2
	40.2
	40.3
	40.3
	40.4
	40.5

	#Total parameters(M)
	5.9



It can be seen from the simulation results that compared to Rel-16 Type II codebook based CSI feedback, obvious performance gain can be achieved by CSI feedback with the proposed scalable AI/ML model for rank 1:
· GCS can be improved by 0.015~0.07 under the same CSI feedback payload;
· Payload can be saved by 20%~40% under the same GCS.
Observation 1: Compared to Rel-16 Type II codebook based CSI feedback, obvious performance gain can be achieved by CSI feedback with proposed scalable AI/ML model for rank=1:
· GCS can be improved by 0.015~0.07 under the same CSI feedback payload;
· Payload can be saved by 20%~40% bits under the same GCS.
The proposed AI/ML model can be easily extended to scalable models for other aspects such as bandwidth, etc.
AI/ML model for rank>1
For AI/ML based CSI feedback for rank>1, several methods can be considered:
· Alt 1: Layer common, i.e., all layers use the same AI/ML model for CSI compression.
· Alt 2: Layer specific AI/ML model, i.e., AI/ML models for layers are trained respectively. Then for maximum 4 MIMO layers, 4 AI/ML models would be used: one AI/ML model for layer 1 of rank=1,2,3,4, one AI/ML model for layer 2 of rank=2,3,4, one AI/ML model for layer 3 of rank=3,4, and one AI /ML model for layer 4 of rank=4.
· Alt 3: Rank specific AI/ML model, i.e., AI/ML models for different ranks are trained separately. Then for maximum 4 MIMO layers, 4 AI/ML models would be used, with each for a rank.
For Alt 1, since same AI/ML model is used for all layers and all ranks, the overhead of CSI feedback is proportional to the number of layers. That does not make sense. In the system, the gain of increasing precoding accuracy for high ranks would be much lower than that for low ranks, and the probability of scheduling UEs with high ranks would be lower than that for low ranks. Therefore allocating much higher payloads for high ranks than low ranks is not a good idea. For DL Type II codebook based CSI feedback in NR systems, the overheads of PMI feedback for rank 3, 4 are comparable to that for rank 2. For AI/ML based CSI feedback, the overhead of PMI feedback for rank 3, 4 are also not expected to be much larger than rank 2. Therefore layer specific AI/ML model (i.e., Alt 2) or rank specific AI/ML model (i.e. Alt 3) should be considered.
Proposal 5: For AI/ML based PMI feedback, the overhead of PMI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
Figure 3 provides simulation results for rank 4, with layer specific AI/ML models (i.e., Alt 2). In the simulation, six CSI feedback payload configurations are considered, with the distribution among layers shown in Table 3. 

Figure 3: Intermediate simulation results for rank 4

Table 3: Payload distribution among layers for rank 4
	
	CSI feedback payload (bits)

	
	Config1
	Config2
	Config3
	Config4
	Config5
	Config6

	Layer1
	60
	80
	120
	140
	160
	240

	Layer2
	40
	60
	80
	100
	120
	160

	Layer3
	20
	20
	20
	40
	60
	100

	Layer4
	20
	20
	20
	40
	60
	100

	Total
	140
	180
	240
	320
	400
	600



It can be seen from the simulation results that compared to Rel-16 Type II codebook based CSI feedback, obvious performance gain can be achieved by AI/ML based CSI feedback with layer specific AI/ML models for rank 4: 
· GCS can be improved by 0.02~0.23 under the same CSI feedback payload; 
· Payload can be saved by 30%~50% under the same GCS.
Observation 2: For rank=4, layer specific AI/ML model based CSI feedback with different payloads for layers outperforms Rel-16 Type II codebook based CSI feedback:
· GCS can be improved by 0.02~0.23 under the same CSI feedback payload; 
· Payload can be saved by 30%~50% under the same GCS.
Based on layer specific AI/ML model used for rank>1, the SLS evaluation results are provided in Figure 4. Rank adaption is applied in the simulation. It can be seen from the simulation results that compared to Rel-16 Type II codebook based CSI feedback, significant performance gain can be achieved by AI/ML based CSI feedback:
· The throughput can be improved by 4%~10% under the same CSI feedback payload.
 

Figure 4: Eventual simulation results for rank adaption
Observation 3: Compared to Rel-16 Type II codebook based CSI feedback, 4%~10% throughput improvement under the same CSI feedback payload can be achieved by AI/ML based CSI feedback.
Separate training
For spatial-frequency domain CSI compression using two-sided AI/ML model, there are several challenges for joint training of AI/ML models: 1) Transferring AI/ML model may cause proprietary issue. 2) If the two-sided AI/ML model is trained in one side and a part of AI/ML model (i.e. encoder or decoder) is transferred to the other side through air interface, the transferred AI/ML model may not match the hardware platform of the other side well. Then low operating efficiency, high power consumption and large operating delay may be incurred. 3) If the AI/ML model is transferred through air interface directly, a common model representation format (MRF) would be needed to exchange programming languages between NW and UE, which is not available for wireless communication systems at present. 
Training AI/ML models in two sides separately is an attractive solution that can avoid above problems. One possible solution for separate training is that each side trains part of AI/ML model (i.e., encoder for UE, and decoder for NW) by a common training data set of {Channel, CSI}. 
In this section, preliminary intermediate evaluations of separate training are provided, with the following two options considered:
· Option 1 (Separate encoder training): Training encoder A+ decoder A based on initial training dataset of eigenvectors of channel matrix. Then based on encoder A, obtaining training dataset of {Channel, CSI}, and training encoder B based on training dataset of {Channel, CSI}, with Channel as input and CSI as output. 
· Option 2 (Separate decoder training): Training encoder A+ decoder A based on initial training dataset of eigenvectors of channel matrix. Then based on encoder A, obtaining training dataset of {Channel, CSI}, and training decoder B based on training dataset of {Channel, CSI}, with CSI as input and Channel as output.
Note that in our preliminary design, for option 1 and option 2, ‘Channel’ in training dataset are eigenvectors of channel matrixes. Other possible representations of ‘Channel’ shall not be precluded at this stage.
The simulation results are provided in Figure 5. It can be seen from the simulation results that:
· Compared to joint training, performance loss of separate training is observed. For example, the GCS is decreased by 0.02~0.06.
· For the performance of separate training with encoder and decoder retrained, there is a performance gap between separate encoder training and separate decoder training.
As there is a performance gap between separate training and joint training, mechanisms for improving performance of separate training should be further studied.
Observation 4: For AI/ML based CSI compression, compared to joint training, performance loss is observed for separate training.
Observation 5: The performance of AI/ML based CSI compression with separate training may be impacted by whether encoder or decoder is trained according to the training dataset of {Channel, CSI}.

  
Figure 5: Intermediate simulation results for separate training
Generalization
Evaluations on generalization of AI/ML model between scenarios of UMi and UMa is investigated. The intermediate result (GCS) is provided in Table 4. Specifically, the training dataset for AI/ML model is obtained from scenario UMa, and the inference is performed in scenario UMi. For simplicity, only rank=1 is considered in this simulation.
Table 4: Intermediate simulation results (GCS) for generalization
	CSI feedback configuration
	Config1
	Config2
	Config3

	CSI feedback payload (bits)
	49
	87
	242

	UMaUMi
	0.757
	0.798
	0.887

	UMiUMi (baseline)
	0.781
	0.820
	0.912



Based on the simulation results, slight degradation can be seen when an AI/ML model trained by the dataset of UMa is deployed in UMi scenario. Specifically, GCS is degraded by around 0.024. Note that the propagation environment is similar between UMa and UMi. The degradation would be even larger if the difference of the propagation environment of the two scenarios is very large.
Observation 6: For CSI feedback, a slight degradation can be seen when an AI/ML model trained by the dataset of UMa is deployed in UMi scenario.

Conclusions
In this contribution, we provide our views on evaluation and KPIs for AI/ML based CSI feedback. We have the following observations and proposals:
Observation 1: Compared to Rel-16 Type II codebook based CSI feedback, obvious performance gain can be achieved by CSI feedback with proposed scalable AI/ML model for rank=1:
· GCS can be improved by 0.015~0.07 under the same CSI feedback payload;
· Payload can be saved by 20%~40% bits under the same GCS.
Observation 2: For rank=4, layer specific AI/ML model based CSI feedback with different payloads for layers outperforms Rel-16 Type II codebook based CSI feedback:
· GCS can be improved by 0.02~0.23 under the same CSI feedback payload; 
· Payload can be saved by 30%~50% under the same GCS.
Observation 3: Compared to Rel-16 Type II codebook based CSI feedback, 4%~10% throughput improvement under the same CSI feedback payload can be achieved by AI/ML based CSI feedback.
Observation 4: For AI/ML based CSI compression, compared to joint training, performance loss is observed for separate training.
Observation 5: The performance of AI/ML based CSI compression with separate training may be impacted by whether encoder or decoder is trained according to the training dataset of {Channel, CSI}.
Observation 6: For CSI feedback, a slight degradation can be seen when an AI/ML model trained by the dataset of UMa is deployed in UMi scenario.

Proposal 1: Develop scalable and flexible frameworks for AI/ML based approaches for CSI feedback.
Proposal 2: The following aspects are considered on the study of scalability of AI/ML models:
· Different number of antenna ports, e.g. 32 ports, 16 ports.
· Different number of reporting subbands.
· Different bandwidths, e.g. 10 MHz vs. 20 MHz.
· Different numerologies, e.g. 15 kHz vs. 30 kHz.
· Different CSI feedback payloads.
Proposal 3: To evaluate the scalability of AI/ML models, the following metrics are considered:
· Performance (SE/GCS): scalable AI/ML model based CSI feedback vs. codebook based CSI feedback;
· AI/ML memory storage: scalable AI/ML model based CSI feedback vs. CSI feedback with AI/ML models trained independently for each configuration;
· Training complexity: scalable AI/ML model based CSI feedback vs. CSI feedback with AI/ML models trained independently for each configuration.
Proposal 4: For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, GCS/SGCS is separately calculated for each layer and reported (method 3). 
Proposal 5: For AI/ML based PMI feedback, the overhead of PMI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
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Annex
Table 1 Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Scenario
	Dense Urban (Macro only), UMi 

	Frequency Range
	FR1 only

	Inter-BS distance
	200 m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-4)

	BS Tx power
	41 dBm

	BS antenna height
	25 m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9 dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448 bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15 kHz for 2 GHz

	Simulation bandwidth
	10MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	CSI feedback
	CSI feedback periodicity: 5 ms,
Scheduling delay: 4 ms

	Traffic model
	FTP

	Traffic load (Resource utilization)
	~20%

	UE distribution
	80% indoor (3 km/h), 20% outdoor (30 km/h)

	UE receiver
	MMSE-IRC

	Feedback assumption
	Ideal

	Channel estimation         
	Realistic

	Evaluation Metric
	Throughput, GCS.

	Baseline for performance evaluation
	R16 Type II codebook



eType II,Layer=1	49	71	87	130	173	242	0.73880000000000001	0.79159999999999997	0.79669999999999996	0.85040000000000004	0.86780000000000002	0.87760000000000005	AI,Layer=1	20	40	60	80	100	120	140	160	180	200	220	240	260	280	300	320	0.76663597000000006	0.80020091999999998	0.82371393000000004	0.84047179999999999	0.85397555000000003	0.86476679999999995	0.87348190000000003	0.88127386600000002	0.88756924000000004	0.89270720000000003	0.89722347000000002	0.90109444400000005	0.90436419999999995	0.90717360400000002	0.90966177999999998	0.91167617999999995	Payload(bits)

GCS


AI/ML,layer=1	140	180	240	320	400	600	0.82289999999999996	0.84060000000000001	0.86560000000000004	0.876	0.88260000000000005	0.90339999999999998	AI/ML,layer=2	140	180	240	320	400	600	0.63619999999999999	0.65839999999999999	0.67310000000000003	0.68520000000000003	0.69599999999999995	0.71419999999999995	AI/ML,layer=3	140	180	240	320	400	600	0.44350000000000001	0.44579999999999997	0.44629999999999997	0.4884	0.50700000000000001	0.51670000000000005	AI/ML,layer=4	140	180	240	320	400	600	0.38600000000000001	0.38650000000000001	0.38840000000000002	0.43030000000000002	0.4511	0.46600000000000003	R16 Type II,layer=1	142	184	240	324	408	600	0.7198	0.7772	0.77990000000000004	0.84140000000000004	0.86419999999999997	0.87219999999999998	R16 Type II,layer=2	142	184	240	324	408	600	0.5262	0.57789999999999997	0.59260000000000002	0.65239999999999998	0.67879999999999996	0.68769999999999998	R16 Type II,layer=3	142	184	240	324	408	600	0.35260000000000002	0.37340000000000001	0.4143	0.45429999999999998	0.4758	0.4844	R16 Type II,layer=4	142	184	240	324	408	600	0.1502	0.32429999999999998	0.36099999999999999	0.39739999999999998	0.41599999999999998	0.42659999999999998	Payload(bits)

GCS



AI/ML	140	180	240	320	400	600	1.10095870524485	1.1165825823236	1.14867836660774	1.1574892558895	1.16042142785276	1.1704971756284801	R16 Type II	142	184	240	324	408	600	1	1.03367685740158	1.0854641886938901	1.1033878084889299	1.11725813174651	1.119428513935	Payload(bits)
Relative UPT

Joint training	49	71	87	130	173	242	0.8	0.82	0.82899999999999996	0.85899999999999999	0.871	0.89700000000000002	Separate encoder training	49	71	87	130	173	242	0.77700000000000002	0.77900000000000003	0.79600000000000004	0.81100000000000005	0.82299999999999995	0.83299999999999996	Separate decoder training	49	71	87	130	173	242	0.78	0.79900000000000004	0.80600000000000005	0.83	0.84499999999999997	0.86799999999999999	Payload(bits)
GCS
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