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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN1#109e, companies reached some agreements related to other aspects of AI/ML for CSI feedback enhancement. One agreement is regarding sub-use cases:
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case
Following conclusions were extracted from the chair’s notes [1] and feature lead’s summary of discussions [2] regarding other aspects of AI/ML for CSI feedback enhancement use case. Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

In this contribution, we further discuss aspects related to AI/ML-based CSI feedback enhancement other than evaluation methodology/EVM.

AI/ML based CSI feedback enhancement: other aspects to be considered 
Other than the conclusions/agreements specified in the previous section, the following topics were heavily discussed but no consensus was reached during RAN1#109e related to the Spatial-frequency domain CSI compression sub use case. The following topics were extracted from the moderator’s summary [2].
· How the training would be performed for the two-sided model: a couple of options were discussed related to training collaboration:
· Type 1: Joint training of the two-sided model with model transfer to UE
· Type 2: Joint training of the two-sided model with model transfer to NW
· Type 3: Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment.
· Type 4: Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively.
· Further discuss the following related to configuration and encoder/decoder input:
· Encoder input with potential specification impact include encoder input type/dimension/configuration. 
· Decoder input with potential specification impact include decoder input type/dimension/configuration. 
· Pre-processing of model-based MIMO channel feature extraction methods  
· No encoder input specification is required.
· Further study the following related to configuration and CSI report:
· Configuration and content of encoder output (Compressed CSI) type and dimension  
· Configuration and content of decoder output (reconstructed CSI) type and dimension
· Potential post-processing of decoder output
· Further discuss the following related to training procedure:
· For join training:
· Signalling enhancements to enable the collection of a dataset that may be useful for training. 
· Transmission/reception of the datasets for training / validation / testing / inference, and/or exploit existing signaling for data collection.
· Training data reporting
· For field data collection, proper processing to remove the possible impairments to dataset.
· Potential specification impact to support re-training/re-tuning procedure
· For separate training:
· Signalling enhancements to enable the collection of a dataset that may be useful for separate training as well.
· Format of CSI report
· For training options that require model transfer, further discuss the following:
· Content of the model exchange. This may include pre/post-processing choice, node weights, hyper-parameters, etc.
· Limit on the model structure, such as number of layers, size of layers, types of layers, size of model etc.
· Signalling format for the model exchange
· Applicability conditions. If multiple models are exchanged, whether switching between models is triggered by the network or UE-initiated under certain conditions
· Study model training, storing, updating and downloading options considering different device’s constraints, different kinds of AI/ML implementations in short and long term, dataset availability, storage requirements, adaptivity to different configuration and scenarios, and feature deployment with multi-vendors.
In the following sub-sections, we further discuss and share our views on the above topics.
 Training Collaboration for the two-sided AI/ML model
While studying the 4 training / collaboration types for the two-sided AI/ML model mentioned previously may help us understand the pros, cons, and tradeoff among them, exploring all the options may involve a lot of research effort. For Rel-18, it may be better to focus on understanding how AI/ML-based approach can help in CSI feedback compression in terms of performance and overhead tradeoff, and physical layer enhancements needed to support AI/ML operations.
Among the above mentioned 4 types of collaborations, Type 3: “Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment” has no specification impact associated with AI/ML model training and no physical layer enhancements needed to support training, e.g., data, model, and other information exchanges/downloads. Thus, we feel the study should focus on the other 3 Types as they involve specification impacts.
Collaboration Type 4: “Separate training at UE side and NW side for CSI feedback generation model / CSI reconstruction model respectively” provides flexibility to UE and network vendors to design encoder and decoder separately. However, it’s not clear on the performance impact. In addition, some interim parameters/gradients/weights may need to be exchanged over the air-interface, and such incurred overhead may be very significant depending on the complexity of the AI/ML model. 
Observation 1: Among the 4 collaboration types of training the two-sided model for CSI feedback compression, Type 3 “Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment” has no specification impact during the model training phase for training data collection, model exchange purpose.
Proposal 1: Study potential standards impact related to training collaboration Type 1, 2 and 4 for AI/ML model training.
Note: the assumption is that training collaboration Type 3 doesn’t incur specification impact in the model training phase.
Configuration and encoder/decoder input
In AI/ML, input features are typically considered as implementation-dependent or proprietary (including their formats and shapes) as they may significantly impact the performance of AI/ML model. Having said that, without indicating the main feature type(s) may have impact on model performance. 
For example, in the case that some UEs choose to use raw CSI feedback / channel as the main input to the encoder (may include other features as well) and some other UEs chooses to use eigenvectors as the main input to the encoder (may include other features as well), the encoder outputs may have very different internal meanings. When mixing these two encoder outputs that are generated from two different main input types (raw CSI feedback and eigenvectors) without providing indication to the decoder, the reconstruction accuracy may be impacted.  
Considering the above, we feel it may be better to at least provide indication to the gNB what the main input (to the encoder at UE side) type while the details like exact format, shape, and/or other accessory features may remain implementation dependent.
On the gNB side, once it receives CSI feedback bits generated from the AI/ML model (and after quantization), it may likely go through the steps of de-quantization, reshaping, and others if needed (depending on implementation) to produce the actual input to the decoder. We can understand there is specification impact associated with sending/receiving CSI feedback bits over the air-interface and other supporting information like quantization codebook, etc. However, the other steps (after receiving CSI bits at gNB and dequantization based on the codebook) can be considered as internal to gNB vendor’s implementation.   
 Configuration and CSI report
On the UE side, after CSI feedback is generated using AI/ML-based encoder, quantization step is typically followed and other steps if deem needed (based on agreement) to produce a sequence of bits that will be transmitted over the air-interface to allow the gNB to reconstruct the CSI feedback.  
On the gNB side, once CSI feedback bits are received, it can use quantization codebook to recover the unquantized encoder output, which may be used as the input to the decoder directly, or further processed if needed (based on algorithm design) to generate the input to the decoder. The AI/ML decoder may then reconstruct the CSI feedback (either raw CSI feedback or eigenvectors).
As the quantized output bits from the encoder will be transmitted over the air-interface, certain level of details needs to be specified by the standards to enable gNB to properly interpret the received CSI feedback bits, particularly in the case the encoder and decoder are trained separately.
After the output is generated by the AI/ML-based decoder at gNB, it will be used by the gNB to perform subsequent procedures such as MCS selection and scheduling, etc. These procedures are internal to gNB. Whether the decoder is designed to reconstruct raw CSI feedback or eigenvectors (as direct outputs from the decoder or generated after further processing the decoder outputs) can be left to vendor’s decision.  
Observation 2: While exact input (including features, formats, and shapes) to the encoder may be considered as implementation dependent, it may be better to indicate at least the main input feature type, e.g., raw CSI feedback/channel or eigenvectors while keeping the details of exact formats and shapes as implementation details.
Observation 3: The new CSI feedback bits generated from the AI/ML-based encoder (and/or after additional procedures, e.g., quantization and/or others) will be transmitted over the air-interface for the gNB to reconstruct the CSI feedback. 
Observation 4: Additional supporting information, e.g., quantization codebook may be needed for the gNB to recover the un-quantized encoder output.
Proposal 2: Study potential standards impact regarding exchanging/sharing the main encoder input type, e.g., raw CSI feedback or eigenvectors while the exact input format, shape, and other accessory input features may be considered as implementation dependent.
Proposal 3: Study potential standards impact related to the new CSI feedback to be transmitted over the air-interface (i.e., in bits) that is generated from the encoder at UE side and may be used as the input to the decoder directly or further processed to generate the input to the decoder at gNB.
Proposal 4: Study potential standards impact related to other supporting information that is needed for the gNB to recover the unquantized encoder output from the received bits, e.g., quantization codebook, if such information is not already available.
Training Procedure
As discussed in the Training Collaboration section, we propose to study potential standards impact to support collaboration Type 1, 2 and 4 assuming collaboration Type 3 doesn’t incur standards impact in the model training phase. 
After the model training phase, there will be standards impact for model inference phase regardless the training collaboration types.
Model Transfer
As discussed in the Training Collaboration section, at least Type 1 and Type 2 require model transfer. For these scenarios, the following should be considered and studied:
· Model (information) that needs to be exchanged / transferred
· Additional functional modules (if not integrated together with the model) and/or supporting information to be exchanged together with the model (if any) to enable the receiving side to perform the encoding / decoding function and/or to interpret the received model. 
· Mechanism/protocol that enables transferring the model and/or exchanging other needed functional modules/supporting information.
Depending on UE capability, some UEs may require smaller model (less space requirement) and model with less computational complexity. Considering this, it may be better to consider deploying multiple models (particular for encoders) with different space and computation requirements. 
Proposal 5: For solution options required model transfer, study potential standards impact associated with:
· Exchanging model information, including protocol/signalling mechanism that enables the model transfer
· Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function and/or interpret the model
Proposal 6: Study potential standards impact related to deploying/supporting different encoders based on UE capability while keeping the main decoder architecture unchanged at gNB.
Model Adaptation
Even though not discussed much during RAN1#109e, the ability of being able to adapt to multiple configurations using the same AI/ML model (or at least keeping the main AI/ML model architecture unchanged) is more desirable vs. deploying multiple models, one for each configuration. Such configuration differences may include number of antennas at UE and/or gNB, number of sub-bands, etc. 
Proposal 7: Study potential standards impact to support AI/ML model adaptation across various configurations.
Model Inference
Once the AI/ML model (including encoder and decoder) is trained and deployed, the standards impact during the model inference phase would be relatively smaller compared to the model training phase. In general, the impact may include transmit/receive the CSI feedback bits generated from the AI/ML encoder/quantizer/lossless encoder and the protocol(s) that supports such procedure.
Proposal 8: Study potential standards impact to support AI/ML model inference procedure at UE side and gNB side.

 Conclusions
In this contribution, we discussed our view related to AI/ML-based CSI feedback compression other than evaluation methodology, focusing on collaboration type 1; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 1: Among the 4 collaboration types of training the two-sided model for CSI feedback compression, Type 3 “Joint training in offline engineering with multi-vendor agreements. No model transfer is required after deployment” has no specification impact during the model training phase for training data collection, model exchange purpose.
Proposal 1: Study potential standards impact related to training collaboration Type 1, 2 and 4 for AI/ML model training.
Note: the assumption is that training collaboration Type 3 doesn’t incur specification impact in the model training phase.
Observation 2: While exact input (including features, formats, and shapes) to the encoder may be considered as implementation dependent, it may be better to indicate at least the main input feature type, e.g., raw CSI feedback/channel or eigenvectors while keeping the details of exact formats and shapes as implementation details.
Observation 3: The new CSI feedback bits generated from the AI/ML-based encoder (and/or after additional procedures, e.g., quantization and/or others) will be transmitted over the air-interface for the gNB to reconstruct the CSI feedback. 
Observation 4: Additional supporting information, e.g., quantization codebook may be needed for the gNB to recover the un-quantized encoder output.
Proposal 2: Study potential standards impact regarding exchanging/sharing the main encoder input type, e.g., raw CSI feedback or eigenvectors while the exact input format, shape, and other accessory input features may be considered as implementation dependent.
Proposal 3: Study potential standards impact related to the new CSI feedback to be transmitted over the air-interface (i.e., in bits) that is generated from the encoder at UE side and may be used as the input to the decoder directly or further processed to generate the input to the decoder at gNB.
Proposal 4: Study potential standards impact related to other supporting information that is needed for the gNB to recover the unquantized encoder output from the received bits, e.g., quantization codebook, if such information is not already available.
Proposal 5: For solution options required model transfer, study potential standards impact associated with:
· Exchanging model information, including protocol/signalling mechanism that enables the model transfer
· Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function and/or interpret the model
Proposal 6: Study potential standards impact related to deploying/supporting different encoders based on UE capability while keeping the main decoder architecture unchanged at gNB.
Proposal 7: Study potential standards impact to support AI/ML model adaptation across various configurations.
Proposal 8: Study potential standards impact to support AI/ML model inference procedure at UE side and gNB side.

References
[bookmark: _Ref45631853][bookmark: _Ref6583376][bookmark: _Ref167612875][bookmark: _Ref167612671]R1-2205695, “Session notes for 9.2 (Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface, session chair, RAN1#109-e.
R1-2205556, “Summary #2 on other aspects of AI/ML for CSI enhancement”, Apple

