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Introduction
In RAN1 #109, the following agreements on evaluation of AI/ML based CSI have been achieved.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 




In this contribution, we provide some discussion on enhancement of AI/ML based CSI.
AI/ML based CSI Compression
Framework for CSI compression
Since Rel-15, a CSI framework has been introduced for CSI measurement and report. Based on the CSI framework, the gNB can configure one or multiple CSI-reportConfig with CMR(s)/IMR(s) for channel and interference measurement. In addition, the gNB can configure metric for a CSI measurement and report by indicating different value of reportQuantity. The AI/ML based CSI compression should still be a kind of CSI report, which should be based on current CSI framework.
Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Input for CSI compression
A possible input for CSI compression could be raw channel matrix H or the eigenvectors of the ray channel matrix V. If raw channel matrix is used as input, the eigenvectors calculation operation needs to be done in gNB side, which could increase the complexity in gNB side. In addition, raw channel matrix contains some unnecessary information for precoder selection, which may lead to higher feedback overhead compared to eigenvectors based operation. However, if eigenvectors are used as input, UE needs to perform the SVD for channel matrix, which could be N3 SVDs for a matrix with the dimension like 4x32, where N3 indicates the number of subbands.
Thus no matter whether raw channel matrix or eigenvectors of the raw channel matrix would be used, the N3 SVDs for a matrix with the dimension like 4x32 needs to be implemented either in gNB side or UE side. The complexity for such operation could be quite high. Figure 1 illustrates the procedure for AI/ML based CSI compression with raw channel as input. It can be observed that this could increase the computing complexity in gNB side. Figure 2 illustrates the procedure for AI/ML based CSI compression with eigenvector from raw channel as input. It can be observed that the UE complexity is high as UE needs to calculate the SVD for several 4x32 matrix.


Figure 1: Procedure for AI/ML based CSI compression with raw channel as input


Figure 2: Procedure for AI/ML based CSI compression with eigenvector from raw channel as input
One possible way to reduce the complexity for AI/ML based CSI compression is to reduce the dimension of the matrix for eigenvector calculation, where the input eigenvectors can be calculated as follows:

Where N indicates the number of CSI-RS resource elements for subband S;  is the estimated channel based on CSI-RS at resource element k; W1 is wideband SD basis, which can be the same as the Type2 codebook. Then the complexity for the eigenvector calculation for each subband can be reduced.
Assuming number of beams for SD basis L=2, number of CSI-RS ports is 32, number of Rx ports is 4, and the subband size is 8 for a 100 PRBs CSI-RS, the complexity for eigenvectors calculation based on raw channels could be , and the complexity for eigenvectors calculation based on the wideband precoded channel can be . Thus, the 99.2% computing complexity can be reduced. 
As shown in Figure 3, the complexity for AI/ML based CSI processing can be reduced, as UE does not need to perform the SVD for high-dimension matrix.


Figure 3: Procedure for AI/ML based CSI compression with a wideband-precoded raw channel as input
It can be observed that compared to eigenvector from raw channel as the input, the eigenvector from wideband-precoded raw channel as the input for AI/ML based CSI compression can reduce the UE complexity quite a lot.  Meanwhile, it does not require much additional complexity in gNB side. The gNB only needs to perform some matrix multiplication to recover the eigenvectors for each subband. Therefore, it is necessary to study the AI/ML based CSI compression with eigenvectors from the raw channel with a wideband precoder as input.
Proposal 2: Study the input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Report of Compressed CSI
After calculating the compressed CSI, UE needs to report the CSI to gNB and gNB can perform decompression to recover the CSI. Similar to current CSI report, in addition to the compressed precoder related information, UE may need to report RI/CQI/LI accordingly. Since this AI/ML based CSI is still a type of CSI report, it is possible to use current CSI report mechanism, where the CSI is reported in a single part in short PUCCH, and the CSI can be reported in two parts in long PUCCH and PUSCH. 
Proposal 3: The study of the report of compressed CSI should be based on Rel-15 CSI report mechanism, where the CSI is reported in a single part in short PUCCH, and the CSI can be reported in two parts in long PUCCH and PUSCH.
Priority of AI/ML based CSI report
Sometimes, a UE may be triggered with multiple CSI reports. The UE needs to determine the priority of the multiple CSI reports so that it needs to determine whether some CSI reports need to be dropped or some portions of the CSI part 2 for some CSI reports need to be omitted. When a UE is triggered with multiple AI/ML based CSI reports and non-AI/ML based CSI reports, the priority for such AI/ML based and non-AI/ML based CSI report need to be decided. Usually the non-AI/ML based CSI report could be a possible way for gNB to accomplish the performance validation, it could be better that non-AI/ML based CSI report could have a higher priority than AI/ML based CSI report.
Proposal 4: Study the priority rule for AI/ML based CSI report and non-AI/ML based CSI report with regard to CSI collision handling and CSI omission.
Possible implementation options for AI/ML based CSI report
The AI/ML based CSI compression requires UE to perform inference for CSI encoder. A high-performance UE may use dedicated hardware, neural processing unit (NPU), to process the CSI encoder. However, a low-performance UE may use general processing unit (GPU) to handle the CSI compression. The high-performance UE may be able to calculate the CSI with a short processing delay, but it may not be able to process multiple AI/ML based CSI reports since the number of NPUs could be limited. The low-performance UE may be able to process multiple AI/ML based CSI reports as it does for non-AI/ML based CSI reports, where a UE may support multiple CPUs. However, the low-performance UE may not be able to calculate the AI/ML based CSI with a small delay. For AI/ML based CSI compression, the following UE types should be considered:
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
For each type of UE, the CPU occupancy rule and minimal processing delay should be studied. 
Proposal 5: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
AI/ML model adaptation
For AI/ML based CSI compression, another study point is the AI/ML model selection. The first issue is to identify the necessity for multiple AI/ML models. Different AI/ML models may lead to different compression ratio. With regard to CSI omission as a result of payload size restriction for CSI feedback, the AI/ML model adaptation can be considered. The UE can select the AI/ML model with the lowest compression ratio that can fit for the payload size restriction with regard to CSI omission.
Figure 4 shows one example for AI/ML model adaptation for CSI compression. With regard to potential CSI omission, the UE can choose a CSI report with the best compression ratio that can fit for the payload size restriction for a CSI report. Thus, the AI/ML model adaptation with regard to the CSI compression ratio and CSI omission rule can be studied.


Figure 4: AI/ML model adaptation for CSI compression
Proposal 6: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.

Other use cases
The Rel-18 MIMO WI is going to support CSI feedback for high/medium UE velocities, where UE can report the CSI for multiple CSI-RS instances. With the CSI measured for multiple time domain instances, it is possible to predict the CSI in future. The CSI prediction can be a good use case for AI/ML based operation, which can be studied. Similar to Rel-18 MIMO WI, the study of the CSI prediction can assume that the UE location could not change significantly within a short period – from time for past CSI measurement to the time for predicted CSI. 
Proposal 7: Study CSI prediction as a use case for AI/ML based CSI feedback.
In addition, joint CSI prediction and CSI compression can be one use case. But the study of such use case can only start after more details about the CSI compression and CSI compression are studied. Thus, the AI/ML based joint CSI prediction and CSI compression should be deprioritized.
Proposal 8: AI/ML based joint CSI prediction and CSI compression should be deprioritized.
Another possible use case is CSI-RS configuration and overhead reduction. This use case can be connected with CSI prediction. If UE can report the predicted CSI or gNB can predict the CSI based on past measurement results, gNB can decide whether to trigger more or less CSI-RS instances in time domain. Thus, it is not necessary to study CSI-RS configuration and overhead reduction as an independent use case, but it can be a benefit of CSI prediction. So this use case can be deprioritized.
Proposal 9: AI/ML based CSI-RS configuration and overhead reduction should be deprioritized.
Conclusion
In this contribution, we provided discussion on evaluation of AI/ML based CSI compression. Based on the discussion, the following proposals have been achieved.
Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Proposal 2: Study the input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Proposal 3: The study of the report of compressed CSI should be based on Rel-15 CSI report mechanism, where the CSI is reported in a single part in short PUCCH, and the CSI can be reported in two parts in long PUCCH and PUSCH.
Proposal 4: Study the priority rule for AI/ML based CSI report and non-AI/ML based CSI report with regard to CSI collision handling and CSI omission.
Proposal 5: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
Proposal 6: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.
Proposal 7: Study CSI prediction as a use case for AI/ML based CSI feedback.
Proposal 8: AI/ML based joint CSI prediction and CSI compression should be deprioritized.
[bookmark: _GoBack]Proposal 9: AI/ML based CSI-RS configuration and overhead reduction should be deprioritized.
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