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Introduction

In 3GPP TSG RAN Meeting #94e meeting, a new SID was approved to study AI/ML technologies over air interface [1].  Furthermore, RAN1#109e has reached some high-level agreements on categorizations and general procedures of AI/ML based positioning[2]. In this contribution, we provide our further views to the selection of sub-use cases and potential specification impacts.
Representative sub-use cases
	Agreement:
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.

Direct AI/ML positioning: the output of AI/ML model inference is UE location

E.g., fingerprinting based on channel observation as the input of AI/ML model 

FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation

FFS: applicable scenario(s) and AI/ML model generalization aspect(s)

AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement

E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

FFS the details of input and output for corresponding AI/ML model(s)

FFS: applicable scenario(s) and AI/ML model generalization aspect(s)

Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 


According to above agreement made in last meeting, there are two high level categorizations based on different outputs of AI model. As planned by Rapporteur to the SID, use cases and sub-use cases should be finalized by December’22[3]. Hence, in order to assess high-level performances and specification impacts, further categorization for evaluations on various sub-use case is necessary. 

	Discussion point 1-5b:
Q1: In the context of AI/ML for positioning accuracy enhancement discussion, what is your understanding of “sub use case”?

Option 1: by scenario

Option 2: by {input, output} of an AI/ML model

Option 3: for estimation, tracking, and prediction etc. as different sub use cases

Option 4: by functionality that the AI/ML model is intended to fulfil where LOS/NLOS classification and Fingerprinting to directly estimate UE’s position as different sub use cases 

Other option(s), please elaborate

Q2: Do you think it’s necessary to categorize candidate sub use cases (note this is different from proposal 1-3a where categorization is for AI/ML approaches)? If so, for what purpose? 

Q3: If you think it’s necessary to categorize candidate sub use cases, please provide your preferred candidate sub use cases and way of categorization (if different from indicated option in Q1).


However, there are some ambiguities on how to define sub-use cases as shown in moderator’s summary above. Firstly, the intention to categorize different sub-use cases is to identify potential specification impacts. Therefore, we don’t see the benefit to classify sub-use cases by scenario (i.e., Option 1) as it may not further clarify the scope. According to evaluation assumptions agreed in agenda item 9.2.4.1, baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling. Based on this, Rel-18 AI/ML positioning should prioritize the static positioning for both performance assessments and specification impact identifications. Hence, Option 3 should be a low priority at least in Rel-18. So our view is that the sub-use case classification should consider both AI model input/output and AI model functionalities as it really impacts the evaluation methodologies and corresponding specification impacts. In other words, we should consider both Option 2 and Option 4 for sub-use case classification. 

Proposal 1: For further sub-use case classification, at least considering following high level principles:

The intention is to further clarify evaluation methodologies and corresponding specification impacts;
Rel-18 AI/ML based positioning should prioritize the static positioning;
Sub-use case classification should consider both AI model input/output and AI model functionalities.
According to above principles, there are two high-level AI model functionalities agreed in last meeting, i.e., direct AI/ML positioning and AI/ML assisted positioning. For direct AI/ML positioning, different types of channel observations are key factors to study the performances of AI based positioning. However, for AI/ML assisted positioning, what is the expected intermediate AI model output matters. Therefore, we propose that further sub-use case classification for direct AI/ML positioning and AI/ML assisted positioning should be based on AI model input and AI model output respectively.

Proposal 2: Further sub-use case classification for direct AI/ML positioning and AI/ML assisted positioning should be based on AI model input and AI model output respectively.
In this sense, we provide a preliminary set of sub-use case:

Direct AI/ML positioning
Sub-use case 1-1: AI model inputs are path timings and RSRPPs from single port PRS

Sub-use case 1-2: AI model inputs are path timings, RSRPPs and path phases (i.e., CIR)from single port PRS

Sub-use case 1-3: AI model inputs  are path timings and RSRPPs (or CIR) from multi-port PRS

AI/ML assisted positioning
Sub-use case 2-1: AI model outputs are DL PRS RSTD values
Sub-use case 2-2: AI model output is LOS/NLOS indicator
Sub-use case 2-3: AI model outputs are RSRPP values to the first detected path in time
Proposal 3: For evaluations on potential specification impacts, at least include following sub-use cases for direct AI/ML positioning and AI/ML assisted positioning:

Direct AI/ML positioning
Sub-use case 1-1: AI model inputs are path timings and RSRPPs from single port PRS

Sub-use case 1-2: AI model inputs are path timings, RSRPPs and path phases (i.e., CIR)from single port PRS

Sub-use case 1-3: AI model inputs  are path timings and RSRPPs (or CIR) from multi-port PRS

AI/ML assisted positioning
Sub-use case 2-1: AI model outputs are DL PRS RSTD values
Sub-use case 2-2: AI model output is LOS/NLOS indicator
Sub-use case 2-3: AI model outputs are RSRPP values of LOS path
In the following of this section, we provide our analysis to the potential specification impacts according to above sub-use cases and the evaluation results in our companion contribution [4]. 

Network side model

As we know, current specification supports the following measurements from UE/TRP to LMF: 

DL-RSTD and UL-RTOA

DL PRS-RSRP and UL SRS-RSRP

UE Rx-Tx time difference and gNB Rx-Tx time difference

DL PRS-RSRPP and UL SRS-RSRPP

Up to 8 additional paths for  DL-RSTD/UL-RTOA/UE Rx-Tx time difference/gNB Rx-Tx time difference/DL PRS-RSRPP/UL SRS-RSRPP

Up to 8 UL-AOA values (pair of AOA & ZOA values) per path.

LOS/NLOS indicator

For network side model, AI model inference is performed entirely at the network(e.g., LMF). Hence, the more useful and representative information fed into an AI  model, AI model may be able to extract more important features. This requires UE/TRP to report more detailed channel measurements in addition to the above measurements supported in current specification. Finally, the relationship between UE position and channel information learned by AI model may be more accurate. 

According to our preliminary simulation results in Figure 3 and Figure 4 of [4], positioning performances are improved significantly with the increase in number of path timings and RSRPPs. To support network side model, UE/TRP should be able to report more than 8 additional path timings and RSRPPs so that LMF can get more accurate UE location via AI/ML models. 
Proposal 4: Support UE/TRP to report more than 8 additional path timings and RSRPPs.
A given channel path in time domain generally includes in-phase part and quadrature part, which corresponds to different channel gains over in-phase signal and quadrature signal. However, the current RSRPP(i.e., DL PRS-RSRPP or UL SRS-RSRPP) only includes the path power information of a channel path, which may be a total power of in-phase part and quadrature part of a channel path. As shown in Figure 5 of [4], if the AI model input includes both in-phase part and quadrature part, the gain over positioning accuracy is obvious. In light of this, UE/TRP should be able to report path phase of a channel path in addition to path power and path timing.
Proposal 5: Support UE/TRP to report path phase of a channel path in addition to path power and path timing.

In Rel-16, specification only defines single port for both positioning SRS and DL PRS. UE/TRP may not able to observe spatial diversity between UE and TRP. As a consequence, quite limited channel observations can be used for AI model input. As we can see from Figure 5 in [4], if AI model input includes measurements from a two-port PRS, positioning accuracy is apparently improved under the same amount of training dataset. In our understanding, measurements from multi-port PRS not only increase representative information between channel observation and UE location but also increase the spatial consistency between neighbor UEs. By supporting multi-port PRS, another possible advantage is that it may reduce the efforts to collect training dataset in reality due to a variety of channel information can be already collected per UE location.

Proposal 6: Study and support multi-port PRS in order to provide diverse channel observations for AI model inference.
UE/TRP side model

For direct AI/ML positioning, if an AI model is at UE side, it’s naturally be UE based positioning. However, for AI/ML assisted positioning, it’s more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on AI/ML techniques. Therefore, we should study whether some traditional measurements can use AI techniques to improve its performance. 

Observation 1: AI/ML assisted positioning is more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on AI/ML techniques.

Generally, AI/ML assisted positioning has two steps: the first step is to get intermediate measurement results via an AI model and second step is to calculate UE position either by another AI model or a traditional algorithm. Intermediate measurement result can be one of the measurements supported in current specification. However, one thing should be noted that not all current measurement types are suitable for being intermediate measurement result of an AI model. At least for supervised learning, one important thing is that ground-truth labels should be accessible. For example, if an intermediate measurement result is DL PRS-RSRPP for additional path, it’s almost impossible to acquire ground-truth DL PRS-RSRPP for additional path since it’s not clear where a reflection point is located. That is, if training an AI model should rely on a non-reliable ground-truth labels, it cannot be expected that AI model can infer a more reliable intermediate measurement result than the non-reliable ground-truth labels. To our understanding, if a high accuracy UE position is able to be acquired by a high-precision device, then measurement types including DL-RSTD, DL PRS-RSRPP for LOS path, UL-AOA value for LOS path and LOS/NLOS indicator can be accessible.

Proposal 7: For AI/ML assisted positioning, accessibility to ground-truth labels should be considered to get an intermediate output of an AI/ML model. . 
According to our preliminary evaluations as shown in Figure 7 of [4], the intermediate DL-RSTD values followed by a classical algorithm can achieve better positioning performance than direct AI/ML positioning to some degree. It can work even in heavy NLOS conditions. Hence, we propose to study and support AI/ML based DL-RSTD estimation to increase accuracy and reliability.
Proposal 8: Study and support AI/ML based DL-RSTD estimation to increase accuracy and reliability.

In Rel-17, UE/TRP is enhanced to report LOS/NLOS indicator to LMF. However, it’s transparent to specification that how UE/TRP can get the LOS/NLOS indicator. It’s totally left up to UE/TRP implementation. In reality, channel observations for LOS channel and NLOS channel could be different, e.g., coherence bandwidth of LOS channel is generally larger than NLOS channel. As evaluation result shown in [4], AI model can be beneficial for LOS/NLOS identification. The AI model may have learned the most distinguishable features between LOS channel and NLOS channel.

Proposal 9: Study and support AI/ML based LOS/NLOS identification.

As discussed above, ground-truth labels of RSRPP for additional path is hard to reach. However, DL PRS-RSRPP(s) for LOS path could be possible. In Rel-17, LMF can provide beam antenna information of a TRP to UE for UE based DL-AoD positioning method, which includes relative powers between DL-PRS Resources in a amount of angles. If an angle corresponds to the LOS direction between TRP and UE, then relative powers between DL-PRS Resources are actually equal to relative RSRPP values for LOS path observed by UE. Therefore, beam antenna information of a TRP can somehow be ground-truth labels to train an AI model whose output are DL PRS-RSRPP(s) for LOS path. By deploying this AI model at UE side, the intermediate outputs are relative DL PRS-RSRPP values between DL-PRS Resources for LOS path.

Proposal 10: Study and support an AI/ML based DL PRS-RSRPP estimation to increase accuracy and reliability.
Conclusions

In this contribution, we provide our further views to the sub-use case selections and potential specification impacts. We have following observations and proposals:
Proposal 1: For further sub-use case classification, at least considering following high level principles:

The intention is to further clarify evaluation methodologies and corresponding specification impacts;
Rel-18 AI/ML based positioning should prioritize the static positioning;
Sub-use case classification should consider both AI model input/output and AI model functionalities.
Proposal 2: Further sub-use case classification for direct AI/ML positioning and AI/ML assisted positioning should be based on AI model input and AI model output respectively.

Proposal 3: For evaluations on potential specification impacts, at least include following sub-use cases for direct AI/ML positioning and AI/ML assisted positioning:

Direct AI/ML positioning
Sub-use case 1-1: AI model inputs are path timings and RSRPPs from single port PRS

Sub-use case 1-2: AI model inputs are path timings, RSRPPs and path phases (i.e., CIR)from single port PRS

Sub-use case 1-3: AI model inputs  are path timings and RSRPPs (or CIR) from multi-port PRS

AI/ML assisted positioning
Sub-use case 2-1: AI model outputs are DL PRS RSTD values
Sub-use case 2-2: AI model output is LOS/NLOS indicator
Sub-use case 2-3: AI model outputs are RSRPP values to the first detected path in time
Proposal 4: Support UE/TRP to report more than 8 additional path timings and RSRPPs.

Proposal 5: Support UE/TRP to report path phase of a channel path in addition to path power and path timing.

Proposal 6: Study and support multi-port PRS in order to provide diverse channel observations for AI model inference.

Observation 1: AI/ML assisted positioning is more appropriate to be implemented at UE/TRP side since the motivation is to increase reliability and accuracy of UE/TRP measurement based on AI/ML techniques.
Proposal 7: For AI/ML assisted positioning, accessibility to ground-truth labels should be considered to get an intermediate output of an AI/ML model. . 
Proposal 8: Study and support AI/ML based DL-RSTD estimation to increase accuracy and reliability.

Proposal 9: Study and support AI/ML based LOS/NLOS identification.

Proposal 10: Study and support an AI/ML based DL PRS-RSRPP estimation to increase accuracy and reliability.
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