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Introduction
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN 94-e meeting [1], study on artificial intelligence (AI) / machine learning (ML) for multiple use cases were approved regarding aspects such as performance, complexity, and potential specification impact.
Regarding multiple use cases:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signaling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

In RAN1#109-e meeting, the following agreement was made for beam management sub use cases,
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

In this contribution, we focus on the above two possible sub-use cases of beam management, i.e., spatial domain beam prediction and time domain beam prediction. We discuss simulation results, corresponding comparisons, and observations to verify the rationality and validity of the proposed beam management enhancements based on artificial intelligence (AI) / machine learning (ML).
Generalization Performance comparison 
In this section, we will discuss performance from different aspects, such as Set B selection method, the importance of assistance information, expected information scheme, two-step prediction scheme, beam shape pattern, etc., based on the results in our evaluation contribution with more simulation details [2].
Generalization performance with different subset selection scheme
2.1.1 Fixed subset selection
4 types of sets with fixed subset each with 16 beams are evaluated. Only L1-RSRP is fed into AI model. The selected set for training and inference is kept same.
Set 1: Fixed subset with continuous beams
Set 2: Fixed subset which is randomly selected
Set 3: Well-designed subset 
Set 4: Best fixed subset 
Table 1: performance evaluation results for fixed subset selection scheme
	Training
dataset
	Validation
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 1(worst)
	6.17
	35.29
	42.46
	68.57

	Set 2(fixed)
	2.77
	51.16
	59.77
	80.96

	Set 3(designed)
	2.25
	54.55
	63.39
	83.45

	Set 4 (best)
	1.91
	56.68
	68.10
	86.03



Set 1 with a predefined worst fixed subset brings significant performance deterioration, especially in average L1-RSRP difference, whereas a modest performance gap can be observed among other sets in beam prediction accuracy aspect, and Set 4 has the best performance which is statistically best beam subset among the enumerated candidate subsets with predefined searching criterion.
[bookmark: _Hlk111040317]Set B selected by various subset selection schemes brings tremendous performance difference.
Better performance gain can be obtained for one fixed subset selected by well-designed rule or enumerated with predefined searching criterion.
Suggest to study subset selection method if fixed beam subset is used for AI input.
Furthermore, the AI model trained with one fixed subset can be inferenced with the dataset generated by other fixed subsets for generalization performance study. Thus, the following results can be obtained.
Table 2: performance evaluation results for fixed subset selection scheme with generalization consideration
	Training 
dataset
	Validation 
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 4(best)
	1.91
	56.68
	68.10
	86.03

	Set 2(fixed)
	Set 1(worst)
	17.64
	3.20
	4.89
	9.49

	Set 3(designed)
	Set 2(fixed)
	21.07
	3.72
	13.26
	12.01

	Set 4(best)
	Set 2(fixed)
	20.67
	2.74
	12.08
	9.29

	Set 4(best)
	Set 3(designed)
	14.44
	9.94
	19.72
	27.52



Compared with the case of Set 4 with same fixed subset for training and validation, the performance with different training and validation fixed subsets is quite poor and not acceptable.
The performance with different training and validation fixed subsets is quite poor and not acceptable.
Study generalization performance in fixed subset selection scheme in both spatial domain and temporal domain beam prediction.
2.1.2 Random subset selection
Fixed subset selection method has gains only when the same fixed beam subset is applied in both training and validation, but brings significant restrictions on AI deployment for beam prediction. Such restriction may cause performance loss in real deployment. For example, one or more beams in the fixed subset may suffer measurement loss due to unexpected channel conditions like blockage, or may cause large interference to neighbor cells. 
Fixed beam subset in Set B can have good performance in ideal scenarios but it lacks flexibility. Issues like blockage and inter-cell interference can bring negative impact on the performance of fixed subset.
Compared with the fixed subset selection, a scheme with random subset selection for AI model training and inference may have a potential to obtain the beam prediction gain as well as reduce restrictions on AI deployment. Thus, we have Set 5 with 16 beams as below:
· Set 5: Random subset selection which allows different subsets between training and inference
Table 3: performance comparison between fixed subset and random subset scheme
	Training 
dataset
	Validation 
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 4(best fixed)
	1.91
	56.68
	68.10
	86.03

	Set 4(best fixed)
	Set 2(fixed)
	20.67
	2.74
	12.08
	9.29

	Set 5(random)
	10.83
	12.23
	13.24
	41.04



In table 3, compared with always using one subset for training, more than 10dB improvement is obtained from the random subset selection in training in KPI of average RSRP difference, and similar improvement can be acquired under the KPI of beam prediction accuracy for top-1 and top-4 beams. However, in comparison with the best fixed subset, i.e. Set 4, used for both training and validation, the performance of Set 5 seems not good enough. 
Random subset selection scheme, which allows multiple random subsets in training, can improve generalization performance as well as beam management related performance if compared to mismatched subset with always using one subset in training.
Set 5 with random beam subset still suffers tremendous performance deterioration due to huge number of combinations of selecting a target number of beams from total beam pairs. 
Through above results and observations, if AI inputs only include random subsets RSRPs in Set B, the beam prediction AI model is hard to train and relative performance may not reach that of the fixed pattern scheme, as the huge number of combinations of selecting a target number of beams from 256 beam pairs exist. Thus, some assistance information in connection with RSRP input can be used to improve AI performance in beam prediction with random beam subset scheme. To have a comprehensive study on impact of different assistance information, we try the following assistance information combining with Set 5 for AI input:
· Set 5 + Tx beam id: Random subset selection 
+ Tx beam id of horizontal direction + Tx beam id of vertical direction
· Set 5 + Tx beam angle: Random subset selection 
+ Tx beam pointing angle of horizontal direction 
+ Tx beam pointing angle of vertical direction
· Set 5 + Tx/Rx beam id: Random subset selection
+ Tx beam id of horizontal direction + Tx beam id of vertical direction 
+ Rx beam id of horizontal direction + Rx beam id of vertical direction
· Set 5 + Tx/Rx beam angle: Random subset selection
+ Tx beam pointing angle of horizontal direction 
+ Tx beam pointing angle of vertical direction
+ Rx beam pointing angle of horizontal direction 
+ Rx beam pointing angle of vertical direction

Table 4: performance comparison between fixed subset and random subset with assistance information
	Training 
dataset
	Validation 
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 4(best fixed subset)
	1.91
	56.68
	68.10
	86.03

	Set 5(random subset)
	10.83
	12.23
	13.24
	41.04

	Set 5 + Tx beam id
	8.31
	17.21
	20.03
	56.21

	Set 5 + Tx beam angle
	8.02
	17.94
	21.79
	57.20

	Set 5 + Tx/Rx beam id
	5.49
	31.26
	36.63
	54.23

	Set 5 + Tx/Rx beam angle
	5.34
	32.01
	37.42
	66.61


[bookmark: _Hlk101896744]Compared with Set 5, which only includes RSRP as baseline performance, approximate 2.5 dB and 3dB gain can be obtained for Set 5 + Tx beam information, i.e. Tx beam id or Tx beam angle, in KPI of average RSRP difference, respectively, whereas the performance of Set 5 with Tx/Rx beam information provides greater than 5 dB gain of average RSRP difference. Similarly, beam prediction accuracy has almost 6 and 20 improvement for Set 5 with Tx beam information and Tx/Rx beam information, and more gains can be obtained if considering KPI of beam prediction accuracy for top-1 beam with 1dB margin and beam prediction accuracy for top-4 beams. However, beam management related performance of Set 5 with assistance information still seems not good enough compared to the performance of Set 4 used for model training and validation.
Compared with Set 5, assistance information brings considerable gain in random subset selection scheme, especially for Tx/Rx beam angle.
Assistance information, such as Tx/Rx beam ID or angle in connection with input RSRPs, should be used as AI input with random subset selection for both BM-case1 and case2.
Suggest to use both Tx and Rx beam information as assistance information for further performance improvement in random subset selection.
2.1.3 Semi-random subset selection
Due to large performance gap among different fixed beam subsets and imperfect solution for random beam subset selection scheme even with some assistance information, a semi-random subset selection method is proposed for further improving performance of random-based scheme.  
As Set 4 with the best performance gain is statistically best beam subsets among enumerated candidate subsets based on a predefined searching criterion, to improve the performance of purely random selection, more restricted subset searching from the best beam subsets can be used for sample selection. Specifically, each subset in set B with 16 beams can be selected randomly from a given number of candidate subsets with better performance. Thus, we have following sets,
· Set 6 from best 10 subsets: Semi-random subset selection with best 10 subsets 
+ Tx/Rx beam pointing angle 
· [bookmark: _Hlk110606983]Set 7 from best 50 subsets: Semi-random subset selection with best 50 subsets 
+ Tx/Rx beam pointing angle 
· Set 8 from best 100 subsets: Semi-random subset selection with best 100 subsets 
+ Tx/Rx beam pointing angle 
· Set 9 from best 500 subsets: Semi-random subset selection with best 500 subsets
+ Tx/Rx beam pointing angle 
· Set 10 from best 1000 subsets: Semi-random subset selection with best 1000 subsets 
+ Tx/Rx beam pointing angle 
Table 5: performance evaluation results for semi-random selection scheme
	Training dataset
	Validation dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 4 (best fixed subset)
	1.91
	56.68
	68.10
	86.03

	Set 5 + Tx/Rx beam angle (random)
	5.34
	32.01
	37.42
	66.61

	Set 6 from best 10 subsets (semi-random)
	2.34
	51.47
	61.18
	83.73

	Set 7 from best 50 subsets (semi-random)
	2.79
	47.27
	56.50
	80.86

	Set 8 from best 100 subsets (semi-random)
	3.03
	45.35
	54.36
	79.35

	Set 9 from best 500 subsets (semi-random)
	3.74
	40.16
	47.92
	75.87

	Set 10 from best 1000 subsets (semi-random)
	4.01
	37.90
	44.89
	74.35



In table 5, such sets with different number of pre-defined best subsets archive considerable performance improvement compared to Set 5 with Tx/Rx beam pointing angle. Besides, it can be observed that this semi-random beam subset scheme has potential to approach the performance upper bound, i.e. Set 4, if the performance of each subset in top-N best subsets has similar performance of top-1 best subset.
Semi-random beam subset scheme has potential to approach the performance upper bound, i.e. the best fixed subset, if the performance of each subset in top-N best subsets has similar performance of top-1 best subset.
Study semi-random beam subset scheme with Tx/Rx beam information as AI input for both BM-case1 and BM-case2.
Generalization performance with different number of Tx/Rx beams
2.2.1 Expected information scheme
Output size of previous AI model is associated with the total number of Tx beams and the total number of Rx beams, which limits AI model deployed in difference UE capabilities with a distinct number of Tx/Rx beams. To address this issue, we propose to use the expected output Tx and/or Rx beam information as a part of the input to the AI model.
Consideration of this scheme is to use the AI model to predict the performance of expected Tx and/or Rx angle. For the example of using expected Rx angle, if all Rx angles could be searched and the best RSRP/beam pairs are selected based on the per angle prediction, then the model would be applicable for arbitrary number of Rx beams. Accordingly, the output size of the AI model is only associated with the number of total Tx beams by input expected Rx information into the model. Similarly, the AI output of expected Tx beam is L1-RSRP with all Rx beams and the expected Tx beam, and one predicted L1-RSRP can be obtained in an AI model running cycle by AI input with 1 expected Tx beam information and 1 expected Rx beam information. 
To sum up, expected Rx beam scheme is adapt to apply AI/ML operations on numerous UE antenna configurations, and expected Tx beam scheme can be used in a UE without any AI model changing even switching to a cell with a different number of Tx beams. Generalization performance can be further improved by using both expected Tx beam information and expected Rx beam information.
We evaluate three different expected information schemes with Set 7, i.e. semi-random subset selection with best 50 subsets + Tx/Rx beam pointing angle, described in section 2.1.3 for AI input and have corresponding impact on AI output. 
· Set 7 + 1 expected Rx beam pointing angle
· Set 7 + 1 expected Tx beam pointing angle
· Set 7 + 1 expected Tx beam pointing angle + 1 expected Rx beam pointing angle
Table 6: performance comparison for expected beam information
	Training 
dataset
	Validation
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 7(semi-random + Tx/Rx angle)
	2.79
	47.27
	56.50
	80.86

	Set 7
+ 1 expected Rx beam pointing angle
	3.09
	46.83
	55.62
	81.02

	Set 7
+ 1 expected Tx beam pointing angle
	2.91
	46.59
	54.46
	79.91

	Set 7
+ 1 expected Tx beam pointing angle
+ 1 expected Rx beam pointing angle
	3.27
	43.64
	49.97
	78.55



Based on the above simulation results, almost same beam prediction accuracy and marginal performance loss of average RSRP difference can be obtained by Set 7 with expected Rx beam scheme or expected Tx beam scheme in comparison with Set 7, while Set 7 with additional expected Tx beam and expected Rx beam brings a small performance deterioration. Thus, we have following observation and proposals,
More flexible AI model deployment for different number of Rx beams can be obtained by expected Rx beam information method with only marginal performance loss as well as expected Tx beam information scheme.
Study generalization performance of different number of Tx/Rx beams in BM-case1.
Study expected information method as the input as one of the solutions for generalization to different number of Tx/Rx beams in BM-case1.
Further study expected information method in BM-case2.
Further study multiple expected beam information simultaneously used in AI input.
2.2.2 Two-step beam prediction scheme
2.2.2.1 Spatial domain beam prediction
One important issue for AI based BM study is whether we need to support P1 BM procedure or P2 and P3 beam management procedures as in the current NR specification. In P1, AI predicts RSRPs of all beam pairs based on measurement with both Tx beams and Rx beams. For P2 or P3, AI only predicts Tx beam RSRPs or Rx beam RSRPs based on measurement with only Tx beams or Rx beams. Two-step beam prediction (P2+P3) can achieve similar generalization functionality in a scenario with different number of Tx beams and/or Rx beams. In this scheme, to get the best Rx beam by P3 processing, at most 8 CSI-RS resources with repetition on should be used in advance if using exhaustive Rx beam sweeping. As a consequence, two baseline sets selected by random subset selection with multiple Rx beams can be considered with different number of L1-RSRPs, i.e. 16 L1-RSRPs and 24 L1-RSRPs, which represent lower and upper performance bound. Due to all Rx beams measured in P3 processing, the selected random subset per sample for P1 should include all 8 Rx beams as predefined selecting criterion for performance improvement. Thus, we have,
· Set 11 with 16 L1-RSRPs (P1): Random subset selection with predefined selecting criterion
+ Tx/Rx beam pointing angle	
· Set 11 with 24 L1-RSRPs (P1): Random subset selection with predefined selecting criterion
+ Tx/Rx beam pointing angle
· Set 12 with 1 random Rx beam (P2/P3): Random subset selection with 1 random Rx beam per sample
+ Tx/Rx beam pointing angle
· Set 12 with the worst Rx beam (P2/P3): Random subset selection with 1 worst Rx beam per sample
+ Tx/Rx beam pointing angle
· Set 12 with the best Rx beam (P2/P3): Random subset selection with 1 best Rx beam per sample
+ Tx/Rx beam pointing angle
· Set 12 with the 2nd best Rx beam (P2/P3): Random subset selection with 1 2nd Rx beam per sample
+ Tx/Rx beam pointing angle
Table 7: performance comparison for 2-step beam prediction in spatial domain
	Training 
dataset
	Validation 
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 11 (P1)
with 16 L1-RSRPs
	4.93
	33.87
	40.34
	69.88

	Set 11 
with 24 L1-RSRPs
	3.67
	40.48
	47.91
	76.84

	Set 12 (P2+P3)
with 1 random Rx beam
	7.22
	19.81
	23.37
	55.02

	Set 12 
with the worst Rx beam
	7.49
	22.29
	26.73
	59.71

	Set 12 
with the best Rx beam
	1.88
	76.33
	79.36
	93.74

	Set 12 
with the 2nd best Rx beam
	5.47
	11.97
	20.21
	52.88



In table 7, significant performance deterioration can be observed in two-step beam prediction with non-best Rx beam, even for the 2nd best Rx beam, compared to each baseline. But the performance of 2-step beam prediction with the best Rx beam provides considerable improvement, as decreased prediction difficulty from predicting 256 beam pairs to 32 beam pairs by acquiring precise best Rx beam of each sample, in comparison with the better baseline, i.e. Set 11 with 24 L1-RSRP.
Significant performance deterioration can be observed in two-step beam prediction with non-best Rx beam, even for the 2nd best Rx beam.
The performance of two-step beam prediction with the best Rx beam provides considerable improvement, as decreased prediction difficulty from predicting 256 beam pairs to 32 beam pairs by acquiring precise best Rx beam of each sample.
The best Rx beam can change dynamically due to aspects like channel time-varying, UE movement, rotation or blockage. Therefore, the study should include the case that the best Rx beam in training and inference is mismatched.  Table 8 shows the results considering this.
Table 8: performance comparison for mismatched two-step prediction in spatial domain
	Training dataset
	Validation dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 11 with 16 L1-RSRPs (P1)
	4.93
	33.87
	40.34
	69.88

	Set 11 with 24 L1-RSRPs (P1)
	3.67
	40.48
	47.91
	76.84

	

Set 12 (P2+P3)
with the best Rx beam
	Set 12 
with the 2nd best Rx beam
	5.39
	0.13
	9.95
	45.25

	
	Set 12 
With 1 random Rx beam
	6.94
	19.41
	23.75
	47.31

	
	Set 11 (multiple Rx beams)
with 16 L1-RSRPs
	12.18
	9.98
	14.67
	29.84



Similar performance deterioration can be observed from this mismatched 2-step beam prediction which Set 12 with 1 best Rx beam is used for AI model training and other mismatch subsets are fed into AI model for generalization performance validation, and the relative beam management performance cannot be acceptable.
Similar performance deterioration can be observed if the Rx beam assumptions of training and inference are different for two-step beam prediction scheme. 
Study two-step beam prediction scheme for improving generalization performance in BM-case1.
2.2.2.2 Temporal domain beam prediction with preliminary results
Similar evaluation to compare joint Tx/Rx beam pair prediction (P1) and two-step Tx beam and Rx beam prediction (P2+P3) is conducted. Beam pair prediction with random subset selection scheme and 2-step temporal domain beam prediction are used for performance comparison with considering generalization performance. Details of the description of the P1 procedure and P2+P3 procedure for BM-case2 can be found in the EVM contribution [2].
Table 9: performance comparison between beam pair prediction and two-step beam prediction (T2=1*40ms)
	Scheme
	Ave. RSRP 
diff. [dB]
	Accuracy 
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]

	Beam pair prediction
	0.67
	78.11
	87.61

	2-step prediction
	0.67
	86.2
	92.55



Table 10: performance comparison between beam pair prediction and two-step beam prediction (T2=4*40ms)
	Scheme
	Ave. RSRP 
diff. [dB]
	Accuracy 
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]

	Beam pair prediction
	0.85
	77.04
	86.58

	2-step prediction
	0.86
	84.38
	91.23



Table 11: performance comparison between beam pair prediction and two-step beam prediction (T2=8*40ms)
	Scheme
	Ave. RSRP 
diff. [dB]
	Accuracy 
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]

	Beam pair prediction
	1.11
	75.47
	84.92

	2-step prediction
	1.14
	81.91
	89.31



From table 9~11, we have following observations and proposals, 
Similar performance of average RSRP difference is achieved between AI based 2-step prediction assuming a nearly best Rx beam and beam pair prediction.
AI based 2-step prediction assuming a nearly best Rx beam has higher Top-1 accuracy than that of beam pair prediction.
Beam pair prediction obtains at least 75% accuracy for Top-1, and AI based 2-step prediction achieves at least 81% accuracy for Top-1.
Study generalization performance of different number of Tx/Rx beams in BM-case2.
Study two-step beam prediction scheme for improving generalization performance in BM-case2.
Generalization performance with different antenna configurations
3 subsets with different number of gNB antenna configurations which brings various beam shape patterns are generated for generalization performance evaluation in spatial domain beam prediction. Details on the antenna configuration to generate the subsets are given in our EVM contribution [2].
· Set 13: Random subset selection scheme for 32 Tx beams and 8 Rx beams
+ Tx/Rx beam pointing angle	
· Set 14: Random subset selection scheme for 16 Tx beams and 8 Rx beams
+ Tx/Rx beam pointing angle	
· Set 15: Random subset selection scheme for 8 Tx beams and 8 Rx beams
+ Tx/Rx beam pointing angle
Thus, we have following results in table 12,
Table 12: performance evaluation results for different beam shape pattern
	Training 
dataset
	Validation
dataset
	Ave. RSRP 
diff. [dB]
	Accuracy
for Top-1 [%]
	Accuracy for Top-1
with 1dB margin [%]
	Accuracy
for Top-4 [%]

	Set 14 (Baseline)
	4.08
	36.50
	43.61
	71.58

	Set 13
	Set 14
	5.10 (+25%)
	31.92 (-12%)
	39.98 (-8%)
	67.06 (-6%)

	Set 15 (Baseline)
	1.89
	51.12
	62.91
	85.71

	Set 13
	Set 15
	2.95 (+56%)
	41.01 (-20%)
	52.56 (-16%)
	78.41 (-9%)



Compared to upper bound performance of Set 14, approximately 1 dB performance deterioration of average RSRP difference and 5 points of beam prediction accuracy loss can be observed by pre-defined AI model trained by Set 13 and inferenced by Set 14. With distinction of beam shape pattern between training subset and validation subset increasing, 10 points of beam prediction accuracy loss is obtained for validation Set 15 as well as 1.1 dB average RSRP difference loss.  
As the difference of beam shape pattern increases, the performance loss of both average RSRP difference and beam prediction accuracy increases along with the difference of the antenna configurations between training subset and validation subset.
Further study generalization performance for different antenna configurations and different beam shapes for both BM case-1 and BM case-2
Further study assistance information, such as beam shape pattern, 3dB beam width, etc., as model input to address performance deterioration for generalization of different beam shapes in both BM case-1 and BM case-2.
3 Finalization of representative sub use cases
1. 
Relationship between Set A and Set B
On the relationship between Set A and Set B, two alternatives were concluded for further study for BM-case1, 
· Alt.1: Set B is a subset of Set A
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
For the sub use case BM-case2, three alternatives include above two options were made,
· Alt.1: Set B is a subset of Set A
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· Alt.3: Set A and Set B are the same
The initial target of Alt.1 is to use partial beam for a full beam set prediction, i.e. Set B to predict Set A, while two sets are included in Alt.2 with different frequency ranges or different beam shape patterns. For Alt.3 in temporal domain beam prediction, Set A with same beams in Set B is predicted in future time instances based on measurement results of Set B beams. As Set B in Alt.2 and Alt.3 is a subset of full beam set which has same processing in Alt.1, subset selection scheme for Set B should be considered in all alternatives as well as Tx/Rx beam information for assistance information purpose. Further, for BM Case 2, Alt 3 can be seen as a special case of Alt 1. Alt 1 can achieve more flexible functionality with the possibility to reduce overhead. From evaluation purpose, if Alt 1 can achieve good performance for a particular scheme, Alt 3 can also have good performance in this scheme. 
In addition, generalization aspects, such as different number of beams, various number of antenna configurations, different scenarios, etc., should be seriously considered for all AI/ML based approaches. We believe each of alternatives in BM-case1 and case2 can be used as representative sub use case for further study. Considering calibration purpose across companies, we slightly prefer Alt.1 as representative sub use case for further study in both BM case1 and BM case2, due to lower simulation complexity and the reasoning above, but we can live with other alternatives. 
Slightly prefer Alt.1, i.e. Set B is a subset of Set A, as representative sub use case for further study in both BM-case1 and BM-case2, due to lower simulation complexity, but we can live with other alternatives.
Joint Tx-Rx beam pair prediction or separate Tx or Rx prediction
According to the above performance comparisons in section 2, it can be summarized as below:
· Fixed subset can have good performance in ideal scenarios but it lacks flexibility;
· Random subset including L1-RSRP and Tx/Rx beam ID or angle as assistance information into the AI model is helpful to reduce performance loss;
· Semi-random selection with Tx/Rx beam angle information as input barely suffers performance loss compared with the best fixed subset;
· Expected Tx and/or Rx beam information can enable the utilization of a trained AI model to different numbers of Tx or Rx beams with marginal performance loss;
· Two-step beam prediction scheme can achieve the best performance with dynamically applicable to different number of Rx or Rx beams only when P2 procedure assuming the best Rx beam.
Among all these issues, one particular issue which requires more early discussion is joint Tx-Rx beam pair prediction (P1) v.s. separate Tx or Rx beam prediction (two-step, P2+P3). This decision impacts directions of further evaluation and standard impact discussion. Specifically, the model input of beam pair prediction scheme at least includes measured L1-RSPR with semi-random subset selection, corresponding Tx/Rx beam angle information, and expected Tx and/or Rx beam angle information, while measured L1-RSPR with semi-random subset selection and corresponding Tx/Rx beam angle information shall be used in two-step beam prediction scheme. We, thus propose,
Study the two possible AI-based beam prediction solutions, i.e. beam pair prediction scheme and two-step beam prediction scheme, and its specification impact, both considering generalization aspects like Set B construction, supported number of Tx/Rx beams, various number of antenna configurations, etc.
4 Discussion on specification impact
In this section, we will analyze specification impact on aspects of model deployment with collaboration level, life cycle management, and inference procedure for beam management use case.
4.1 Discussion on collaboration levels
The beam management AI/ML Model can be a one-sided model, which is either a UE-side model or a Network-side model. There are now two schemes for both case1 and case2 of beam management. One scheme is beam pair prediction, and the other is two-step prediction. The model inference of former requires assistant information from the other side. For example, if model inference is conducted on UE-side, and beam angle information of BS-side helps improve prediction accuracy significantly. Hence, the recommended collaboration level of beam pair prediction scheme is at least level-y-a as presented in our companion contribution [3]. For two-step scheme, evaluation result shows that compared to using second best Rx beam, using best Rx beam achieves much higher Tx beam prediction accuracy. For instance, when model inference of Tx beam prediction is performed at the network, and assistant configuration at the UE, i.e. configuration of best Rx beam, helps enhance performance. Therefore, the recommended collaboration level of two-step scheme is also level-y-a. If model is trained at one side and model inference is performed at the other side, then level-z is required.
For both case 1 and case 2 of beam management, both collaboration level level-y-a, and collaboration level-z can be considered.
4.2 Discussion on procedure of life cycle management
For life cycle management of beam management, three subcases are considered according the supportable model update levels. 
· The simplest level is that model has been offline trained and both model parameter and structure cannot be changed, which is presented as level y-a in [3]. In this case, life cycle management procedure is denoted as subcase 1, which includes model activation, data collection for model inference, model inference, data collection for model monitoring, model monitoring and model deactivation. 
· The second level is to support updating model parameter or structure w/o model transfer. This corresponds to level y-b in [3]. Take beam pair prediction scheme as an example, if a UE moves from one cell to another, and assume that beam shape of target cell is different from source cell, and generalization of model is not good enough. It is better to perform model switching, besides subcase 1. 
· If all available models cannot provide satisfied performance, then new models are generated based on model training. Based on training is performed on the 3rd part server or model inference side, there are two subcategories. 
· If model training is performed at the third-party server, life cycle management includes training data collection, model switching and subcase 1. 
· If model is trained on the inference side, life cycle management consists of data collection for model training, model training, model validation, model testing and subcase 1.  
· The third level is to support updating model parameter and/or structure by model transfer. This level corresponds to level z in [3].  
· Specifically, to perform model updating, model training is conducted on the other side in the system different from model inference side. Then the life cycle management includes data collection for model training, model training, model validation, model testing, model transfer and subcase 1. 
· It is worthy to note that in this level, the relevant part of model training can also be offline work without much specification impact, when multiple models are trained before deployment and stored in the other side of model inference end.  In this subcase, life cycle management includes model switching, model transfer and sub-case 1.
Take the following supportable model update choices as one aspect for defining model update levels of beam management.
· Choice 0: No model update during lifecycle management
· Choice 1: Updating model parameter or structure w/o model transfer
· Choice 2: Updating model parameter or structure with model transfer
· Study the lifecycle management signaling and procedures for each of the collaboration levels and model updating choices.
At least the following life cycle management component need to be studied for beam management: model activation, data collection for model inference, model inference, data collection for model monitoring, model monitoring and model deactivation.
4.3 Potential specification impact under LCM procedure
As we summarized in section 3, two possible AI-based beam prediction solutions can be used for beam management case-1 and case-2. They are joint Tx-Rx beam pair prediction and two-step Tx or Rx beam prediction. The following is an example to illustrate specification impact for the two suggested solutions under life cycle management procedure.


Figure 1: inference procedure for the two different AI solutions at UE side
In figure 1, assuming AI model is deployed at UE side for beam prediction. AI-1 and AI-2 represent two different AI solutions used for beam prediction which are two-step beam prediction scheme and beam pair prediction scheme respectively. 
· For two-step beam prediction AI-1, the input of AI model includes measured L1-RSRPs with the assumption that 1 Rx beam is used, and corresponding Tx/Rx beam angle information used as assistance information. The output of AI-1 model is L1-RSRP of all Tx beams.
· For beam pair prediction AI-2, the input of this AI model also includes L1-RSRPs and its related Tx/Rx beam angle information, but the L1-RSRPs are measured with beam pairs based on semi-random subset selection scheme. The output of AI-2 model is L1-RSRP of all beam pairs.
Such assistance beam information can be signaled to a UE in advance or indicated with beam resource configurations. Then, 
· For two-step beam prediction AI-1, the UE can measure Tx beams with one Rx beam acquired from previous P3 processing for AI-1.
· For beam pair prediction AI-2, the UE can measure a beam subset from the enumerated candidate subsets which can be predefined by AI model owner.
Consequently, the UE can obtain L1-RSRP of all Tx beams by AI-1 solution or L1-RSRP of all beam pairs by AI-2 solution. Then a beam report with predicted beam information selected from AI output, such as beam ID or beam angle, and its L1-RSRP can be transmitted to gNB. It should be noticed that the expected beam angle information can also be included in both two different AI solutions for further generalization performance improvement as discussed in section 2.2.1.



Figure 2: inference procedure for the two different AI solutions at gNB side
Another example is shown in figure 2 which these two different AI solutions are deployed at gNB side. Such assistance beam information related to Rx beams may be noticed to a gNB in advance or indicated with beam report. Then, 
· For two-step beam prediction AI-1, gNB can predict Tx beams based on measurement L1-RSRP from beam report with the assumption that 1 Rx beam is used in UE reception and its related assistance information.
· For beam pair prediction AI-2, gNB can predict L1-RSRP of total beam pairs based on measurement L1-RSPR from beam report and its related assistance information.
In the above two inference procedures with different AI solutions and AI deployment locations, such assistance beam information, i.e. Tx beam angle information, Rx beam angle information, expected Tx beam angle information and Rx beam angle information, may need to be indicted to another side. Further, the number of beams included in a beam report may become larger than 4 if AI is deployed at gNB side. In addition, for temporal domain prediction, as the gNB may need to collect the beam information for multiple occasions, or UE may need to report beam information for multiple occasions, the relevant beam report may need special consideration. All these aspects can be studied in as part of the specification impact.
Study specification impact on assistance information based on representative sub use cases with minimum exposures of implementation details.
Study specification impact on beam report enhancement, especially for temporal domain beam prediction.	
Furthermore, performance of beam prediction models needs to be monitored and corresponding metrics for the performance would need to be reported to the network. For the case with random subset selection or semi-random subset selection, the input beam subset would influence the performance of the model for both BM-case1 and BM-case2. The two parties involved in model monitoring would need to be aligned on how the model is monitored. In addition, as the predicted best beam can be obtained directly or indirectly from AI output as prediction target, e.g. predicting one beam ID as best beam in AI output or predicting L1-RSRP of total beam pairs and then best beam can be observed, monitoring label acquisition should be considered in monitoring procedure which may be configured by gNB or requested from UE according to AI model owner. Another aspect on monitoring procedure is non-ideal label used for performance monitoring. This imperfect label can be obtained from a beam set used for label acquisition which is a subset of full beam set if beam resources are not sufficient. We, thus, propose,
Study specification impact of model performance monitoring for both spatial domain and temporal domain beam prediction regarding at the following aspects:
a) Monitoring configuration and/or activation conditions
b) Monitoring resources
c) Monitoring metrics
d) Monitored results reporting
e) Impairments for monitoring, e.g., how to monitor with non-ideal labels
4 Conclusions
[bookmark: _Hlk101902504]In this contribution, we discuss some issues on AL/ML for beam management and have the following observations:
1. Set B selected by various subset selection schemes brings tremendous performance difference.
Better performance gain can be obtained for one fixed subset selected by well-designed rule or enumerated with predefined searching criterion.
The performance with different training and validation fixed subsets is quite poor and not acceptable.
Fixed beam subset in Set B can have good performance in ideal scenarios but it lacks flexibility. Issues like blockage and inter-cell interference can bring negative impact on the performance of fixed subset.
Random subset selection scheme, which allows multiple random subsets in training, can improve generalization performance as well as beam management related performance if compared to mismatched subset with always using one subset in training.
Set 5 with random beam subset still suffers tremendous performance deterioration due to huge number of combinations of selecting a target number of beams from total beam pairs. 
Compared with Set 5, assistance information brings considerable gain in random subset selection scheme, especially for Tx/Rx beam angle.
Semi-random beam subset scheme has potential to approach the performance upper bound, i.e. the best fixed subset, if the performance of each subset in top-N best subsets has similar performance of top-1 best subset.
More flexible AI model deployment for different number of Rx beams can be obtained by expected Rx beam information method with only marginal performance loss as well as expected Tx beam information scheme.
Significant performance deterioration can be observed in two-step beam prediction with non-best Rx beam, even for the 2nd best Rx beam.
The performance of two-step beam prediction with the best Rx beam provides considerable improvement, as decreased prediction difficulty from predicting 256 beam pairs to 32 beam pairs by acquiring precise best Rx beam of each sample.
Similar performance deterioration can be observed if the Rx beam assumptions of training and inference are different for two-step beam prediction scheme. 
Similar performance of average RSRP difference is achieved between AI based 2-step prediction assuming a nearly best Rx beam and beam pair prediction.
AI based 2-step prediction assuming a nearly best Rx beam has higher Top-1 accuracy than that of beam pair prediction.
Beam pair prediction obtains at least 75% accuracy for Top-1, and AI based 2-step prediction achieves at least 81% accuracy for Top-1.
As the difference of beam shape pattern increases, the performance loss of both average RSRP difference and beam prediction accuracy increases along with the difference of the antenna configurations between training subset and validation subset.
and proposals:
1. Suggest to study subset selection method if fixed beam subset is used for AI input.
1. Study generalization performance in fixed subset selection scheme in both spatial domain and temporal domain beam prediction.
1. Assistance information, such as Tx/Rx beam ID or angle in connection with input RSRPs, should be used as AI input with random subset selection for both BM-case1 and case2.
1. Suggest to use both Tx and Rx beam information as assistance information for further performance improvement in random subset selection.
1. Study semi-random beam subset scheme with Tx/Rx beam information as AI input for both BM-case1 and BM-case2.
1. Study generalization performance of different number of Tx/Rx beams in BM-case1.
1. Study expected information method as the input as one of the solutions for generalization to different number of Tx/Rx beams in BM-case1.
1. Further study expected information method in BM-case2.
1. Further study multiple expected beam information simultaneously used in AI input.
1. Study two-step beam prediction scheme for improving generalization performance in BM-case1.
1. Study generalization performance of different number of Tx/Rx beams in BM-case2.
1. Study two-step beam prediction scheme for improving generalization performance in BM-case2.
1. Further study generalization performance for different antenna configurations and different beam shapes for both BM case-1 and BM case-2
1. Further study assistance information, such as beam shape pattern, 3dB beam width, etc., as model input to address performance deterioration for generalization of different beam shapes in both BM case-1 and BM case-2.
1. Slightly prefer Alt.1, i.e. Set B is a subset of Set A, as representative sub use case for further study in both BM-case1 and BM-case2, due to lower simulation complexity, but we can live with other alternatives.
1. Study the two possible AI-based beam prediction solutions, i.e. beam pair prediction scheme and two-step beam prediction scheme, and its specification impact, both considering generalization aspects like Set B construction, supported number of Tx/Rx beams, various number of antenna configurations, etc.
1. For both case 1 and case 2 of beam management, both collaboration level level-y-a, and collaboration level-z can be considered.
Take the following supportable model update choices as one aspect for defining model update levels of beam management.
· Choice 0: No model update during lifecycle management
· Choice 1: Updating model parameter or structure w/o model transfer
· Choice 2: Updating model parameter or structure with model transfer
· Study the lifecycle management signaling and procedures for each of the collaboration levels and model updating choices.
At least the following life cycle management component need to be studied for beam management: model activation, data collection for model inference, model inference, data collection for model monitoring, model monitoring and model deactivation.
Study specification impact on assistance information based on representative sub use cases with minimum exposures of implementation details.
Study specification impact on beam report enhancement, especially for temporal domain beam prediction.	
Study specification impact of model performance monitoring for both spatial domain and temporal domain beam prediction regarding at the following aspects:
a) Monitoring configuration and/or activation conditions
b) Monitoring resources
c) Monitoring metrics
d) Monitored results reporting
e) Impairments for monitoring, e.g., how to monitor with non-ideal labels
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