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Introduction
In the RAN1 #109 e-meeting [1], the categorization of potential evaluated sub use cases was agreed as follows:
	Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 



This contribution discusses the specific sub use cases for each categorization, the AI/ML operation mode and potential specification impact needed for AI/ML-based positioning accuracy enhancement.
[bookmark: _Ref129681832]Sub use cases for AI/ML-based positioning
[bookmark: _Ref110937123]Direct AI/ML positioning
[bookmark: OLE_LINK14]Traditional positioning algorithms such as TDoA and AoA are based on LOS channels, and are no longer applicable in environments where NLOS paths dominate. In these scenarios, the number of gNBs that have LOS channels with the UE is relatively small. As a result, the precision of the traditional positioning algorithm cannot meet the requirements of high-accuracy positioning applications. At the same time, existing research shows that, based on a large amount of channel data, a mapping relationship between channel features and location coordinates can be established by using an AI/ML method. This method, namely AI/ML-based fingerprint positioning, can achieve sub-meter level positioning accuracy under heavy NLOS conditions, where the positioning accuracy of traditional methods is > 10m@90% [2].
Proposal 1 [bookmark: _Ref111144427]: For direct AI/ML positioning, AI/ML-based fingerprint positioning should be studied.
[bookmark: _Ref110937140]AI/ML assisted positioning
As described in the SID, AI/ML-based positioning accuracy enhancements should consider different scenarios. In addition to the above mentioned heavy NLOS it is our view that conditions with more LOS paths should also be considered. 
[bookmark: OLE_LINK12]In Rel-17, LOS/NLOS indicator reporting is supported to improve the positioning accuracy. The evaluation of the legacy LOS/NLOS method shows that it can enable sub-meter level positioning accuracy @ 90% when a large number of TRP antennas, e.g., 16 or 32, is employed. However, the performance degrades significantly for a smaller number of antennas. For example, as shown in our companion paper [2], when 4 antennas are used at the TRPs the positioning accuracy is as large as several meters, if the non-AI identification method relies on the energy consistency and phase consistency of the first path across different antennas. 
[bookmark: OLE_LINK13]In typical indoor scenarios when the number of antennas per TRP is relatively small, by learning the difference between features associated with LOS and NLOS paths, AI/ML-based LOS/NLOS identification followed by the traditional TDOA positioning technique can achieve sub-meter level positioning accuracy @ 90% even with 4 TRP antennas [2]. That means, AI/ML-based LOS/NLOS identification can be studied to improve the positioning accuracy with a small number of receiving ports. 
Proposal 2 [bookmark: _Ref111144438]: For AI/ML assisted positioning, AI/ML-based LOS/NLOS identification should be studied.
Potential specification impact of AI/ML operation mode 
In this section, according to the agreement achieved in RAN1 #109 e-meeting [1], the potential specification impact of different AI/ML operation modes is analyzed from the following aspects:
	Agreement
Companies are encouraged to study and provide inputs on potential specification impact at least for the following aspects of AI/ML approaches for sub use cases of AI/ML for positioning accuracy enhancement.
· AI/ML model training
· training data type/size
· training data source determination (e.g., UE/PRU/TRP)
· assistance signalling and procedure for training data collection
· AI/ML model indication/configuration
· assistance signalling and procedure (e.g., for model configuration, model activation/deactivation, model recovery/termination, model selection)
· AI/ML model monitoring and update
· assistance signalling and procedure (e.g., for model performance monitoring, model update/tuning)
· AI/ML model inference input
· report/feedback of model input for inference (e.g., UE feedback as input for network side model inference)
· model input acquisition and pre-processing
· type/definition of model input
· AI/ML model inference output
· report/feedback of model inference output
· post-processing of model inference output
· UE capability for AI/ML model(s) (e.g., for model training, model inference and model monitoring)
· Other aspects are not precluded
· Note: not all aspects may apply to an AI/ML approach in a sub use case
· Note2: the definitions of common AI/ML model terminologies are to be discussed in agenda 9.2.1


For AI/ML-based positioning, the AI/ML operation modes can include NW-side operation mode (model training/updating/inference at NW) and UE-side operation mode (model training/updating/inference at UE), where the NW-side operation mode can further include the operation at gNB or LMF.
As we discussed in our companion contribution for the AI/ML framework [3], an AI/ML model exchange would face the issues of AI/ML model delivery overhead and the need to define an AI/ML model representation format (MRF) across platforms. Since this introduces unnecessary complications in our view, we only discuss the cases when model training and model inference are performed by the same node at this stage as a starting point. 
Proposal 3 [bookmark: _Ref110973012]: For AI/ML-based positioning, single-sided model should be considered as a starting point.
· For UE-side model, the model training/updating and inference are performed all at UE side
· For Network-side model, the model training/updating and inference are performed all at Network side
Training inputs collection
Training inputs for AI/ML-based positioning include channel measurements and ground-truth labels. The ground-truth labels are LOS/NLOS tags for the LOS/NLOS identification sub use case and UE coordinates for the AI/ML-based fingerprint positioning sub use case. It is hard to obtain these ground-truth labels for normal UEs. Fortunately, positioning reference units (PRUs), with known locations have already been discussed in Rel-17 to support the mitigation of timing errors. By utilizing the PRU, the ground-truth LOS/NLOS tags or UE coordinates can be collected.
Observation 1 [bookmark: _Ref111144489]: For AI/ML-based positioning, ground-truth labels of LOS/NLOS tags or UE real coordinates for AI/ML model training can be obtained by positioning reference units.
Model training/updating/inference
As we suggest in Proposal 3, single sided training/inference should be prioritized in Rel-18. Therefore, in this section, we discuss the potential specification impact of NW-side operation mode (training/updating/inference at NW) and UE-side operation mode (training/updating/inference at UE) respectively.
NW-side operation mode (model training/updating/inference at NW)
Given the current Location Services architecture specified in TS 38.305 and TS 23.273, the gNB is forbidden to obtain the UE locations. Similarly, in some cases, the information about the gNB locations should also not be disclosed to the UE. Therefore, for AI/ML-based fingerprint positioning sub use case, if the AI/ML model is used to derive UE coordinates, a universal solution is to deploy the AI/ML model at the LMF. 
On the other hand, if the AI/ML model is used to derive some intermediate results such as in the AI/ML-based LOS/NLOS identification sub use case, the gNB can use the LOS/NLOS tags derived by an AI/ML model to remove the channel without LOS path. Then the eventual UE coordinates can be calculated based on these intermediate results of LOS paths by LMF. The inputs of the AI/ML model may be the power delay profile (PDP), the channel impulse response (CIR) or the channel frequency response (CFR), which have relatively large packet size. This may introduce latency and overhead for information exchange when the AI/ML model is deployed at the LMF. The latency and overhead can be reduced by deploying the AI/ML model at the gNB, since the size of intermediate results is much smaller than the original PDPs or CIRs.
Observation 2 [bookmark: _Ref111144499]: For direct AI/ML positioning such as the AI/ML-based fingerprint positioning sub use case, adopting the LMF-side operation mode (model training/updating/inference at LMF) would be a universal solution.
Observation 3 [bookmark: _Ref111144507]: For AI/ML assisted positioning such as the LOS/NLOS identification sub use case, gNB-side operation mode (model training/updating/inference at gNB) can achieve lower latency than LMF-side operation mode.
For LMF-side AI/ML operation mode, the LMF needs to collect training inputs and ground-truth labels, for example, from PRUs. Then, the LMF can train the AI/ML models for UE coordinates or LOS/NLOS identification.
For AI/ML-based fingerprint positioning sub use case, during the model training/updating phase, as shown in Figure 1 (a) for uplink transmission, PRUs report the UE coordinates to the LMF and send SRS as configured. And the gNBs can measure SRS from PRUs and transmit the results, e.g., CIR, CFR or post-processed CIR to the LMF. As shown in Figure 1 (b), during the model inference phase, gNBs can measure SRS from UE and transmit the results to the LMF, and the UE coordinates are inferred at the LMF.
While for downlink transmission, the PRUs can measure PRS and transmit the measurement results and UE coordinates to the LMF. Then, the LMF can perform AI/ML model training/updating. And for inference, the UE coordinates are inferred at the LMF by using the PRS results reported by the UE. The potential specification impact may include: channel measurements (e.g., CIR or CFR) reported from gNB or UE to LMF.
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	(a) LMF-side model training/updating phase
	(b) LMF-side model inference phase


[bookmark: _Ref110967965]Figure 1 AI/ML-based positioning procedures with LMF-side operation mode
For the AI/ML-based LOS/NLOS identification sub use case, during the model training/updating phase, for uplink transmission, the gNBs can measure SRS and collect the results, e.g., PDP. As shown in Figure 2 (a), for gNB-side AI/ML operation mode, the gNB collects channel measurements and LOS/NLOS state information from PRUs. Then, it can train the AI/ML model for LOS/NLOS identification. And for inference as shown in Figure 2 (b), the UE LOS/NLOS state is inferred at the gNB by using the SRS measurement results. Then the eventual UE coordinates can be calculated based on these intermediate results of LOS paths by LMF.
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	(a) gNB-side model training/updating phase
	(b) gNB-side model inference phase


[bookmark: _Ref111049837]Figure 2 AI/ML-based positioning procedures with gNB-side operation mode
Proposal 4 [bookmark: _Ref111144470]: Study potential specification impact for AI/ML-based positioning, including feedback of channel measurements (e.g., CIR, CFR, PDP) to LMF.
UE-side operation mode (model training/updating/inference at UE)
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	(a) UE-side model training/updating phase
	(b) UE-side model inference phase


[bookmark: _Ref110968282]Figure 3 AI/ML-based positioning procedures with UE-side operation mode
For UE-side AI/ML operation mode, as shown in Figure 3 (b), the inference directly happens at the UE itself with low latency. But for the model’s training and updating as shown in Figure 3 (a), the UE needs to collect channel measurements and ground-truth labels. It means that for the AI/ML-based fingerprint positioning sub use case, the UE needs to collect channel measurements and UE coordinates obtained with PRUs from the Network; while for the AI/ML-based LOS/NLOS identification sub use case, the UE needs to collect channel measurements and LOS/NLOS state information obtained with PRUs from the Network. 
Therefore, it would be more convenient to collect sufficient training inputs at the gNB and LMF rather than doing it at the UE, since the Network side is more efficient to collect substantial labels for training from all PRUs in the cell. Therefore, AI/ML model training at gNB or LMF may be easier to implement in term of training inputs collection. Meanwhile, for single sided operation structure, inference happens in the same node as the training procedure. Therefore, the following observation is made:
Observation 4 [bookmark: _Ref111144520]: For AI/ML-based positioning, it is simpler to perform the model training/updating/inference of AI/ML models at Network side.
Conclusions
In this contribution, we discussed the potential specification impact and the consideration of sub use cases for positioning accuracy enhancements. Based on the discussion, we have the following proposals and observations:
Proposal 1: For direct AI/ML positioning, AI/ML-based fingerprint positioning should be studied.
Proposal 2: For AI/ML assisted positioning, AI/ML-based LOS/NLOS identification should be studied.
Proposal 3: For AI/ML-based positioning, single-sided model should be considered as a starting point.
· For UE-side model, the model training/updating and inference are performed all at UE side
· For Network-side model, the model training/updating and inference are performed all at Network side
Proposal 4: Study potential specification impact for AI/ML-based positioning, including feedback of channel measurements (e.g., CIR, CFR, PDP) to LMF.
Observation 1: For AI/ML-based positioning, ground-truth labels of LOS/NLOS tags or UE real coordinates for AI/ML model training can be obtained by positioning reference units.
Observation 2: For direct AI/ML positioning such as the AI/ML-based fingerprint positioning sub use case, adopting the LMF-side operation mode (model training/updating/inference at LMF) would be a universal solution.
Observation 3: For AI/ML assisted positioning such as the LOS/NLOS identification sub use case, gNB-side operation mode (model training/updating/inference at gNB) can achieve lower latency than LMF-side operation mode.
Observation 4: For AI/ML-based positioning, it is simpler to perform the model training/updating/inference of AI/ML models at Network side.
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