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Introduction
At RAN#94e meeting, a study item (SI) was approved to explore the benefits and potential gains of using artificial intelligence (AI)/machine learning (ML) techniques compared with traditional methods at the air-interface level [1]. The framework, terminology, evaluation procedures, and use cases have been firstly explored at RAN#109e meeting, which have led to some agreements as well as to the work plan [2] and technical report (TR) skeleton for Rel-18 SI on AI and ML for new radio (NR) air interface [3].
One of the main agreements related to the dataset construction for training, validation and testing is the use of 3GPP channels models [4].
	Agreement
Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models.


The dataset construction is of paramount importance in AI/ML applications. On the one hand, the training and validation dataset determines the behavior of the trained AI model through the learning and hyper-parameter tuning process. On the other hand, the test dataset aims at assessing the performance and generalization capabilities using a different dataset than the one used for training and validation.
The agreed approach for dataset construction requires specifying the simulation parameters and values used to build the dataset. However, some of these simulation parameters, (e.g., user velocity, subcarrier spacing, delay spread, etc.), might be understood as random processes where their values vary significantly in a real environment, and thus, the performance of the trained AI models should not be degraded because of these variations.
In this contribution, we share our views about the dataset construction, which is based on samples obtained from simulations using 3GPP channel models. The contribution discusses how the parameters and values associated with the simulations should be specified to construct the datasets needed for training, validation, and testing. More specifically, we propose the use of different parameter values in training, validation, and testing, to evaluate the generalization performance of the AI models. Besides this, we propose a detailed specification of the distribution of parameter values used in dataset construction to allow a fair comparison between different trained AI models and different AI techniques.
These considerations are key in allowing the right assessment of the generalization capabilities of the AI techniques under study, which also leads to a fair comparison between different models.




Discussion
The channel models, and scenarios defined in [5] and [6] specify how to perform either system-level simulations (SLSs) or link-level simulations (LLSs) that aims to be as close as possible to the real environment in some representative scenarios of interest. To this end, a given set of simulation parameters is defined for each scenario where each parameter takes fixed values to run simulations.
The dataset for training, validation and testing for a given AI model, is built as the result of simulations associated with a given set of parameter values. This approach for data collection is illustrated in Figure 1.



[bookmark: _Ref109489358]Figure 1: Dataset construction for training, validation and testing from a given set of parameters.

Nevertheless, in a real environment (i.e., a real network) some of those parameter values that are fixed in either SLSs or LSLs can be understood as random processes that will vary during the user connections (e.g., as users move, environment changes, etc.). The rate of variation of each of these parameter values determines a coherence time where a set of parameters, and the subsequent simulation results obtained from those parameter values, can be assumed to be roughly constant and valid.

Observation 1:		Some simulation parameter values can be understood as random processes whose distribution and rate of variation depend on the environment.

The rate of variation of these parameter values, i.e., the coherence time, is an aspect to consider when determining if a trained AI model should be able to adapt to significant changes on these parameter values or not. For instance, if the rate of variation of a given parameter value is high (i.e., short coherence time), a trained AI model might be required to generalize over a broad set of possible values for that parameter. In addition, there are other aspects such as the overhead in model switching, and model update, or memory constraints on the user equipment (UE) that might limit the number of AI models that can be considered. This means that the AI models should generalize over a higher range of parameter values and working conditions.
Therefore, the dataset to train, validate and test a given AI model should cover a range of values for those parameters that varies at a relative high rate. We name this kind of parameters model generalizable parameters since the AI models should perform extrapolation over those parameters.
In contrast, if the rate of variation of a given parameter is low (i.e., long coherence time), or this parameter does not vary significantly for a given connection, different trained AI models might be used for different values of such parameter if a better performance can be achieved. Thus, the dataset used for training, validation and testing might consider a single value for this kind of parameter. We name this kind of parameters model-specific parameters since a single set of values for this latter kind of parameters should be used to train, validate, and test the AI model.
Besides the rate of variation, the inference performance of AI models could be used to justify the need to differentiate between generalizable and model-specific parameters. If the inference performance of the trained AI models is severely degraded as a result of changes on a given parameter value, and thus model switching is needed as part of the model life cycle management (LCM), that parameter could be classified as model specific. Alternatively, if the inference performance of a trained AI model does not degrade because of changes of a given parameter, this parameter can be classified as generalizable parameter.

Proposal 1:
· The simulation paraters used to build the dateset should be categorized into two types:
· i) model-specific parameters
· ii) generalizable parameters
· Model-specific parameters are defined as those simulation parameters for which the AI model is not expected to extrapolate, and hence could have a constant value in all the simulations used to generate the dataset (training, validation, and testing) for a given model.
· Generalizable parameters are defined as those simulation parameters over which the AI model is expected to extrapolate, and hence take different values to generate a given dataset.
· A trained model using a set of model-specific parameter values is not expected to perform inference of inputs generated with a different set of model-specific parameter values.
· A trained model is supposed to perform inference using datasets generated with different values of generalizable parameters.

It might be desirable to reduce the number of trained AI models to reduce the overhead of model LCM related procedures and the storage requirements. This is a consequence of the fact that a higher number of AI models would also require a higher rate of model switching and a higher memory size to store the pre-trained AI models.
Besides this, it might be possible that the UE requires a guard time to load a new AI model when performing model switching, which would be another negative effect of a greater number of AI models.

Observation 2:	A higher number of AI models might require higher memory consumption tostore trained AI models and might increase the overhead related to model LCM procedures.

Therefore, if the performance of a trained AI model does not degrade because of changes in a given parameter value, this parameter should be considered as a generalizable parameter even if the rate of variation is expected to be high in a real environment. When we mention here that a parameter changes, we refer to significant changes on that parameter with respect to the values used in the generation of the dataset used to train the AI model.

Observation 3:		If the performance of an AI model does not degrade as a result of significant changes in a given parameter value with respect to those values used in the generation of the training dataset, this parameter should be considered as a generalizable parameter.

The proposed approach for dataset construction is illustrated in Figure 2.


[bookmark: _Ref109714003]Figure 2: Dataset construction for training, validation and testing with model-specific parameters and multiple sets of generalizable parameters.

In Figure 2 it is observed that the simulation parameters are categorized as model-specific parameters and generalizable parameters. A given set of model-specific parameter values is used to construct a single dataset. Therefore, the same values of each of the model-specific parameters are used to train, validate, and test a given AI model.
In contrast, each generalizable parameter takes N different values to construct the dataset, and their values are grouped in N subsets. Thus, if we consider for instance two generalizable parameters, e.g., param_1 and param_2, those parameters take a given value for each subset, i.e., for the k-th subset those parameters take values val1,k and val2,k respectively.
There are several aspects to be considered. Firstly, to allow a fair comparison between different trained AI models and assess the generalization capabilities of the trained models, it might be needed to specify the statistical distribution of samples of the dataset that are generated with each simulation parameter value subset. Secondly, we might use different subsets of values for training, validation, and testing. Thirdly, as it is illustrated in Figure 2, a proper definition of the dataset might also require specifying the distribution of data samples of the overall dataset that are used for training (TR%), validation (V%), and testing (TE%) and the dataset size in number of samples.

Proposal 2:		Different sets of generalizable parameter values might be considered for training, validation, and testing.

Proposal 3:		The distribution of samples of the dataset generated with each set should be agreed to allow a fair comparison between different AI techniques and trained models.

Let us consider that we define N = 4 simulation subsets of values for the two generalizable parameters of the previous example with valm,1 < valm,2 < valm,3 < valm,4 for m = {1, 2}. In such a case we might define that the percentage of samples of each subset to build the training, validation, and testing datasets as (tr1=50%, tr2=0%, tr3=0%, tr4=50%), (v1=50%, v2=0%, v3=0%, v4=50%), and (te1=0.25%, te2=0.25%, te3=0.25%, te4=0.25%) respectively. This implies that the training and validation sets are formed by samples generated with the same generalizable parameter subset values, i.e., the subset 1 and 4, with an equal percentage of 50%.
Although the training and validation sets in this example use the same subsets of values (i.e., subset 1 and 4), the validation datasets allow hyper-parameter tuning and identifying overfitting since it is using other data samples than those used for training. In addition, the fact that the training and validation sets use different subsets of values (i.e., subset 1 and 4) allows to train the AI model considering samples generated with different generalizable parameter values. Finally, the testing dataset allows assessing the generalization capabilities of the trained AI model with data samples that are generated with previously unseen parameter values from the subsets that has not been used during the training/validation phase, i.e., subsets 2 and 3.
This framework allows a precise definition about dataset construction that aims at a fair comparison of different trained AI models, and it allows assessing the generalization capabilities of such models.

Proposal 4:		The details of the dateset construction used for training, validation, and testing should be shared to allow the comparison between different AI techniques and trained models.

Conclusions
In this contribution, we discussed our views on common aspects related to dataset construction for AI/ML framework. More specifically, we have the following observations and proposals:

Observation 1:		Some simulation parameter values can be understood as random processes whose distribution and rate of variation depend on the environment.
Observation 2:	A higher number of AI models might require higher memory consumption tostore trained AI models and might increase the overhead related to model LCM procedures.
Observation 3:		If the performance of an AI model does not degrade as a result of significant changes in a given parameter value with respect to those values used in the generation of the training dataset, this parameter should be considered as a generalizable parameter.

Proposal 1:
· The simulation paraters used to build the dateset should be categorized into two types:
· i) model-specific parameters
· ii) generalizable parameters
· Model-specific parameters are defined as those simulation parameters for which the AI model is not expected to extrapolate, and hence could have a constant value in all the simulations used to generate the dataset (training, validation, and testing) for a given model.
· Generalizable parameters are defined as those simulation parameters over which the AI model is expected to extrapolate, and hence take different values to generate a given dataset.
· A trained model using a set of model-specific parameter values is not expected to perform inference of inputs generated with a different set of model-specific parameter values.
· A trained model is supposed to perform inference using datasets generated with different values of generalizable parameters.
Proposal 2:		Different sets of generalizable parameter values might be considered for training, validation, and testing.

Proposal 3:		The distribution of samples of the dataset generated with each set should be agreed to allow a fair comparison between different AI techniques and trained models.

Proposal 4:		The details of the dateset construction used for training, validation, and testing should be shared to allow the comparison between different AI techniques and trained models.
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