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1. Introduction 
eXtended Reality (XR), an umbrella term for different forms of realities such as Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR), is one of the most important 5G applications. In RAN#86 meeting [1], a new study item on XR evaluations for NR was approved, with the following objectives:  
	The following applications are to be considered as starting points for this study: 

· VR1: “Viewport dependent streaming”

· VR2: “Split Rendering: Viewport rendering with Time Warp in device”

· AR1: “XR Distributed Computing”

· AR2: “XR Conversational”

· CG: Cloud Gaming

Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:

Traffic characteristics:

· UL and DL File Size distribution (e.g., Pareto with given parameters)

· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)

Traffic requirements: 

· Round-trip-time or UL and DL one-way Packet delay budget (PDB)

· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest

2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.

3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.

Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4  


To evaluate the XR over NR network, the traffic models of different XR use cases, KPIs and evaluation methodology, and deployment scenarios need to be studied. In RAN1#104-e meeting [2], some initial discussions and agreements on applications, KPIs, deployment scenarios, and evaluation methodology have been made.
In this contribution, we have updated our system level evaluation results based on the agreed evaluation assumptions and methodologies.
It was also agreed that, during RAN1 106bis-e, mobility performance can be evaluated. We will share our mobility evaluation result in section 4. 
During RAN1 106bis-e, performance evaluation results from many companies were put together and discussed. It was noticed that those results were in wide range. So, we are presenting a group of visualization charts in this contribution (section 5) to help getting a big picture of these results and get conclusion.
2. Simulation Settings
According to the agreements over XR traffic model made in the last several meetings, we evaluate the performance of DL CG in this contribution. The traffic model of DL CG we applied are shown as following, the other detailed simulation assumptions are shown in the Annex:
Table 1. Traffic model of CG
	Traffic Model
	CG

	DL bitrate
	30Mbps

	Frame size distribution
	Truncated Gaussian

	Mean frame size (bytes)
	62500

	STD of frame sizes (bytes)
	6562.5

	Minimum frame size(bytes)
	31250

	Maximum frame sizes (bytes)
	93750

	Packet arrival interval
	1/60fps, 16.67ms

	Packet delay budget (ms)
	15


The frame can be divided into multiple packets in physical layer and the packet size is fixed. In addition, it is assumed that these packets are born at the same time as the frame.
As for the KPI of CG, the capacity of network can be defined as the maximum number of UEs per cell where 90% UEs are satisfied with the CG traffic. A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB, i.e., the packet error rate (PER) is equal to or less than X. In this contribution, we take 99 as X.
3. Preliminary simulation results
3.1 The capacity of CG service in Indoor Hotspot scenario
In Fig.1 and Fig.2, we illustrate the system capacity and resource utilization of CG service in Indoor Hotspot scenario.
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Fig.1 System Capacity of CG (Indoor Hotspot)
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Fig.2 Resource Utilization of CG (Indoor Hotspot)
From Fig.1, it can be observed that the network capacity of CG service is 7 users per cell.
Besides, from Fig.1 and Fig.2, we can observe that when the number of UEs per cell is increasing, the ratio of users with PER≤1% decreases and resource utilization increases accordingly. 
Observation 1: In FR1 Indoor Hotspot scenario, the network capacity of CG service is 7 users per cell.
3.2 The capacity of CG service in Dense Urban scenario
In Fig.3 and Fig.4, we illustrate the system capacity and resources utilization of CG service in Dense Urban scenario.
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Fig.3 System Capacity of CG (Dense Urban)
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Fig.4 Resource Utilization of CG (Dense Urban)
From Fig.3, it can be observed that the network capacity of CG service is 10 users per cell.

Besides, from Fig.3 and Fig.4, we can observe that when the number of UEs per cell is increasing, the ratio of users with PER≤1% decreases and resource utilization increases accordingly. 
Observation 2: In FR1 Dense Urban scenario, the network capacity of CG service is 10 users per cell.
3.3 Impact of scheduler
In this section, we will show the system capacity results of CG applications with 30Mbps and 60FPS for FR1 DL in Indoor Hotspot and Dense Urban scenarios. The SU-MIMO and MU-MIMO scheduler are simulated respectively. Comparing with SU-MIMO scheduler, MU-MIMO could satisfy more UEs for CG services and has larger capacity since MU-MIMO could multiplex more layers to get higher downlink rate.   

· FR1 DL - Indoor Hotspot

Table 2. FR1 DL capacity simulation results in Indoor Hotspot scenario
	Traffic Model
	Scheduler
	SU-MIMO
	MU-MIMO

	
	
	Capacity
	C1=floor (Capacity)
	% of satisfied UEs 
	RU
	Capacity
	C1=floor (Capacity)
	% of satisfied UEs 
	RU

	CG
	30Mbps_

60FPS_15ms
	DA
	6.8
	6
	92.98%
	40.44%
	7.3
	7
	90.67%
	41.68%


· FR1 DL - Dense Urban

Table 3. FR1 DL capacity simulation results in Dense Urban scenario
	Traffic Model
	Scheduler
	SU-MIMO
	MU-MIMO

	
	
	Capacity
	C1=floor (Capacity)
	% of satisfied UEs 
	RU
	Capacity
	C1=floor (Capacity)
	% of satisfied UEs 
	RU

	CG
	30Mbps_

60FPS_15ms
	DA
	10
	10
	91.46%
	46.82%
	10.1
	10
	90.53%
	44.17%


.

Observation 3: In FR1 Indoor Hotspot and Dense Urban DL scenarios, MU-MIMO scheduler can increase the system capacity of CG service.
4. Mobility evaluation results
It was agreed in RAN1 #106bis, mobility performance can be evaluated analytically with this methodology:
	· Alternative 1 (Modified Option 3): 
· For XR/Cloud Gaming mobility evaluation, the metric is defined to be [image: image6.png](N, T}



where N is the number of consecutive XR packets lost due to a HO event and T is the minimum target time interval between HO events, which are obtained by the following steps
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.

· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival time in average R and the packet delay budget PDB:

· Number of consecutive XR packets lost due to a HO event, N is estimated as: N = (Y – PDB) / R

· Minimum target time interval between HO events, T is estimated as:
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· where  [image: image9.png]Pz on



 is packet error rate during time outside of handover procedure. Companies can report the value of  [image: image11.png]Pz on



 used in the evaluation and assumptions.
· X is the UE satisfactory requirement (baseline: X = 99%, other X value(s) can be also evaluated). 

· Note 1: how to draw the obervations/conclusion based on the simplified assumption will be discussed in RAN1 #107e.
· Note 2: mobility evaluation is performed in dense Urban and UMA
· Note 3: T maybe affected by system load, interference, etc.


Here we present our evaluation on mobility performance.

4.1 HO interruption time (Y)

Y can be calculated by following TS38.133. At the same time, we want to present our real-world field result. 

[image: image12.emf]Handover phases Delay(ms) Note

Phase 1: departure 6.89 last DL PDCP packet in source cell --> reception of HandoverCommand

Phase 2: UE processing 35.84 reception of HandoverCommand --> MSG1 in target cell

Phase 3: random access 3 MSG1 in target cell --> MSG2 in target cell

Phase 4: user plane resumption 2.57 MSG2 in target cell --> first DL PDCP packet in target cell

Total 48.3 total HO interruption time


The above HO interruption time result came from a field trial that we conducted in 2020, multiple times of handover were triggered, and the table above shows the average value of those handovers.

Basic configuration of our network:

	Band 
	n41

	Bandwidth
	100MHz

	SCS
	30kHz

	TDD format
	DDDDD DDSUU


4.2 Number of consecutive XR packets lost (N)

The configuration used for calculation:

	R
	16.6ms

	PDB
	15ms

	Y
	48ms


Applying the formula: N = (Y – PDB) / R, we get  N = 1.98≈2
Alternative formula of N

We would like to share another formula that makes sense to us, which is to pick the minimal value between “number of arrived packets” and “number of expired packets”. The rationale:

· Packets that arrive during handover time can be forwarded to the target cell. So, no packets will be dropped before it expired because of PDB. The handover activity can be seen as an additional rule that holds all arrived packets for some time (HO interruption time) and then resume the transmission as usual.

· How many packets can arrive during HO: [image: image14.png]


 

· How many packets can be expired during HO: [image: image16.png]PDB




Thus:
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Applying this formula, we get [image: image19.png]N = min ( 2.89 ~ 3
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Observation 4: There can be 2~3 XR packets loss during an NR handover. 

4.3 Minimum target time interval between HO (T)

The configuration we used:

	Y
	48ms

	PDB
	15ms

	X
	99%

	[image: image20.png]Pz on




	0.1%


Applying the above configuration to the formula, we get:
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About the value of [image: image23.png]Pz on



: iBLER = 10% and max number of retransmissions = 2, are assumed. Because:

1. 10% is the default iBLER for default bearers. Setting different iBLER for different services is a complicated configuration and that may not be adopted into network operation daily routine

2. Setting the iBLER of a high throughput service like XR to 1% or lower will cost more resources

3.7s is a fairly short time interval that we do not expect to see frequent HO in that rate. So, it is promising that NR network can handle XR continuity in most of cases. 

Proposal 1: On mobility evaluation, our result shows {N,T}  = {2~3, 3.7s}. considering the likelihood for UE to have frequent HO (HO interval < 3.7s) is small, mobility enhancement is not an urgent issue for R18.
5. Visualization of all performance results
During RAN1 106bis-e, performance evaluation results from many companies were put together and discussed. It was noticed that those results were in wide range. So, we are presenting a group of visualization charts here to help getting a big picture of these results and get conclusion.
Only capacity FR1 results are processed for this meeting. More can be visualized if needed.

Notes:

1. only results with FR = FR1 and TDD format = DDDSU were picked

2. in each plot, results with same PDB and data rates are re-grouped into same sub-plot. If after being re-grouped into a sub-plot, there are still more than one results from a company (e.g., different scheduling algorithm), those results are averaged.
5.1 FR1 DL
5.1.1 DU Scenario
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 EMBED Package  [image: image25.emf]FR1  DL_DU_CG.png


Observation 5: for DU XR/CG service with 30/45Mbps DL data rates, companies get similar results, around 5~10 users.
5.1.2 InH Scenario
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Observation 6: like in DU scenario, most of results in InH scenario are within 5~10 users, for 30/45Mbps data rates.
5.1.3 UMa Scenario
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Observation 7: similar with DU and InH scenario, results in UMa scenario shows 5~10 users, for 30/45Mbps data rates.
5.2 FR1 UL

5.2.1 DU Scenario
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Observation 8: for DU scenario with 10Mbps UL data rate, most of the results show less than 10 users. QC’s results are outstanding. Compared to Nokia’s spreadsheet, there are a few gaps e.g., max code rate (0.93 vs. 0.9),  % of satisfied UEs (92% vs 98%).
5.2.2 InH Scenario
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Observation 9: results in UL InH scenario are like those in observation 9.
5.2.3 UMa Scenario
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Observation 10: In UMa scenario, all 3 companies show UL capacity of only 1 user, for 10Mbps service. 
It is noticed that there are many configurations (data rates, PDB, etc.). It is nice to have a thorough exam on the system capacity however it may lead to versatile conclusions. When bit rates are relatively low (8Mbps for DL, 0.2Mbps for UL), the capacity is usually quite good, thus less the need for optimization. We suggest focusing more on the “core XR/CG capacity” for high data rate and reasonable PDB when considering conclusions.
Proposal 2: focus on results regarding 30/45Mbps DL data rate and 10Mbps UL data rate, to reflect core capacity for XR/CG service.

6. Conclusions

Based on the above discussions, we have the following observations:
Observation 1: In FR1 Indoor Hotspot scenario, the network capacity of CG service is 7 users per cell.

Observation 2: In FR1 Dense Urban scenario, the network capacity of CG service is 10 users per cell.
Observation 3: In FR1 Indoor Hotspot and Dense Urban DL scenarios, MU-MIMO scheduler can increase the system capacity of CG service.

Observation 4: There can be 2~3 XR packets loss during an NR handover.

Observation 5: for DU XR/CG service with 30/45Mbps DL data rates, companies get similar results, around 5~10 users.
Observation 6: like in DU scenario, most of results in InH scenario are within 5~10 users, for 30/45Mbps data rates.
Observation 7: similar with DU and InH scenario, results in UMa scenario shows 5~10 users, for 30/45Mbps data rates.
Observation 8: for DU scenario with 10Mbps UL data rate, most of the results show less than 10 users. QC’s results are outstanding. Compared to Nokia’s spreadsheet, there are a few gaps e.g., max code rate (0.93 vs. 0.9),  % of satisfied UEs (92% vs 98%).
Observation 9: results in UL InH scenario are like those in observation 9.
Observation 10: In UMa scenario, all 3 companies show UL capacity of only 1 user, for 10Mbps service. 
Proposal 1: On mobility evaluation, our result shows {N,T}  = {2~3, 3.7s}. considering the likelihood for UE to have frequent HO (HO interval < 3.7s) is small, mobility enhancement is not an urgent issue for R18.

Proposal 2: focus on results regarding 30/45Mbps DL data rate and 10Mbps UL data rate, to reflect core capacity for XR/CG service.
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Annex: SLS parameters
Table I. System level simulation assumption for FR1 DL

	Parameter
	value

	
	Indoor hotspot
	Dense Urban

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21cells with wraparound
ISD: 200m

	BS Tx power
	24 dBm per 20 MHz
	44 dBm per 20 MHz

	Carrier frequency
	4 GHz

	Frame Structure
	DDDSU (S: 10:2:2)

	Bandwidth
	100MHz

	Subcarrier spacing
	30 kHz

	UE number per TRxP
	[1-9] configurable

	Processing delay
	K1=1slot

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS downtilt
	90° (pointing to the ground)
	12°

	BS noise figure
	5 dB

	UE noise figure
	9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h

	UE distribution
	100% indoor
	80% indoor, 20% outdoor

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi

	UE antenna pattern
	Omni-directional, 0 dBi,
	3-sector antenna radiation pattern, 8 dBi

	BS Antennas （M,N,P,Mg,Ng;Mp,Np）
	32 TxRU,

(4, 4, 2, 1, 1; 4, 4)
	64 TxRU,

(8,8,2,1,1;4,8)

	UE Antennas （M,N,P,Mg,Ng;Mp,Np）
	2T/4R,

(1,2,2,1,1;1,2)

	Scheduler
	MU-MIMO/SU-MIMO, Delay Aware
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Capacity baseline: FR1 UL, InH scenario, CG
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Capacity baseline: FR1 UL, UMa scenario, CG

=0.2

bit_rate

mimo_type
M su-MIMO

20

M Mu-MIMO

15

PDB=10

Apeden

ZTE, Sanechips
Xiaomi
vivo

QC

Nokia

MTK

ITRI
Interdigital
Intel
Huawei
Futurewei
Ericsson
CcMmcC




