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1. Introduction
This contribution is a summary of the email discussion on remaining issues on traffic model and evaluation methodology for XR in the contributions [1-17] submitted under AI 8.14.2. 

Outcome of RAN1#106bis-e
Agreement 
  XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Following methodology is adopted
  Alternative 1 (Modified Option 3):
      For XR/Cloud Gaming mobility evaluation, the metric is defined to be where N is the number of consecutive XR packets lost due to a HO event and T is the minimum target time interval between HO events, which are obtained by the following steps
  Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133, e.g. as the following Table 1.
  Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival time packet arrival rate in average R and the packet delay budget PDB:
  Number of consecutive XR packets lost due to a HO event, N is estimated as: N = (Y – PDB) * R, Y >= PDB
  Minimum target time interval between HO events, T is estimated as:

         where  is packet error rate during time outside of handover procedure. Companies can report the value of  used in the evaluation and assumptions.
  X is the UE satisfactory requirement (baseline: X = 99%, other X value(s) can be also evaluated).
       Company can optionally evaluate the case of Y < PDB. E.g. N = max {(Y – PDB) * R, 0}, and ,  when Y < PDB; Or N = Y * R, and , when Y < PDB.
  Note 1: how to draw the obervations/conclusion based on the simplified assumption will be discussed in RAN1 #107e.
  Note 2: mobility evaluation is performed in dense Urban and UMA
  Note 3: T maybe affected by system load, interference, etc.


Proposal for GTW (10/14)
FL proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Companies provide detailed assumptions along with their results and observations.

FL proposal for clarification on slice-based multi-stream traffic model
· For XR evaluation with slice-based multi-stream traffic model, companies report the adopted approach when submitting their evaluation results
· Approach 1: each P-slice is modelled as one packet in simulations, i.e. each P-slice of a video frame is mapped to a packet in simulations one to one. In particular, there will be N-1 packets each of which corresponds to a P-slice at a time corresponding to a video frame and they are generated at a time at a given frame rate. The size of each P-slice/packet is generated separately based on the agreed distribution. The PER and PDB requirements are defined for packets each containing only one P-slice.
· Approach 2: multiple P-slices at the same time are modelled as one packet in simulations, i.e. there is one packet containing the N-1 P-slices at a time corresponding to a video frame. The size of each packet is equal to the sum of the sizes of the N-1 P-slices contained in the packet. The PER and PDB requirements are defined for packets each containing N-1 P-slices.

FL proposal for clarification on jitter for multi-stream DL traffic model
· For Multi-stream DL Traffic Model Option 1: two streams of I-frame and P-frame for DL video stream, DL multi-stream model follows the jitter model same as that of single stream model. All slices or packets belong to a video frame in DL multi-stream model could have the same jitter value.
· For Multi-stream DL Traffic Model Option 2: video + audio/data, company reports whether/how the jitter is modelled for the second stream (audio/data) of multi-streams DL traffic model has no jitter.
Proposal for GTW (10/18)
Updated proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Following methodology is adopted
· Alternative 1 (Modified Option 3): 
· For XR/Cloud Gaming mobility evaluation, the metric is defined to be where N is the number of consecutive XR frames lost due to a HO event and T is the minimum allowed time interval between HO events, which are obtained by the following steps
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
· Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
· Minimum allowed time interval between HO events, T is estimated as:

· where   is probability of packet failing (subject to PDB) during time outside of handover procedure. Companies can report the value of   used in the evaluation.
· X is the UE satisfactory requirement (baseline: X = 99%, other X value(s) can be also evaluated). 
· Note: how to draw the obervations/conclusion will be discussed in RAN1 #107e.

Discussion (2nd round)
Mobility evaluation methodology
As some companies commented in the 1st round, mobility is part of the WID and some evaluation or analyses need to be captured for the SI. Due to the limited time left for SI, a simple and comprehensive methodology is preferred. 
In the GTW meeting, it was commented by some companies that without specific evaluation methodology for mobility evaluation, it will be difficult to compare the results among companies and draw potential observation/conclusion on that. Based on the 1st  round discussion, the modified option 3 by OPPO seems to have more supporters. So it can be a candidate methodology for mobility evaluation. Besides, other methods if any can also be considered, and reported by companies along with the results.
On the other hand, it should also be noted that how to draw the observation and conclusion will be a separate discussion and will be decided in the next meeting based on the submitted evaluation results.

Possible proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Following methodology is adopted
· Alternative 1 (Modified Option 3)
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
· Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
· Minimum allowed time interval between HO events, T is estimated as:

· where   is probability of packet failing (subject to PDB) during time outside of handover procedure.
· X is the UE satisfactory requirement (baseline: X = 99%, other X value(s) can be also evaluated). 
· Note: how to draw the obervations/conclusion will be discussed in RAN1 #107e.
· Other methodologies can also be considered. Companies provide detailed assumptions along with their results and observations. E.g. 
· Alternative 2 (Option 2): 
· For XR/Cloud Gaming mobility evaluation, the metric is defined to be the difference between the typical interruption time T_typical and a target interruption time T_target, where T_target = 1000 * PER / handover probability in ms and is regarded as the threshold of interruption time, and the handover probability can be obtained by numerical calculation. The detailed evaluation steps are as follow:
· Step 1: Determine the typical interruption time for a given handover procedure based on TS38.133
· Step 2: Analyze the performance gap in terms of interruption time based on handover probability
· Supposing (T_target / p) * Z = FPS * PER, indicating that the PER requirement is exactly met during a second, the target interruption time T_target can be determined as T_target = PER / Z in second, or T_target = 1000 * PER / Z  in millisecond (ms), where 
· Z is the handover probability, in the unit of the number of handover events per second per UE;
· FPS and PER are the FPS attribute and PER requirement respectively for a traffic stream, especially a video traffic stream;
· p is the periodicity of the traffic stream in second, and can be calculated as p = 1 / FPS.
· The handover probability can be obtained by numerical calculation.
· Alternative 3 (original Option 3): 
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
· Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
· Minimum allowed time interval between HO events, T is estimated as: T = (Y – PDB) / (100% – X), where X is the UE satisfactory requirement (baseline X = 99%, “a UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB, as per agreement in RAN1#104-e”). If HO evens happen more often, the XR UE becomes unsatisfied.
· Step 3. Assuming that HO events happen for an XR UE, on average, every Z meters on its way, the critical speed of an XR UE leading to it becoming unsatisfied, V, is given as: V = Z / T. If the XR UE is moving faster than the derived speed, the XR UE is unsatisfied.
· Note: Other methods for computing Z (the distance between two HOs events) can be optionally evaluated.

Question 1. Please share your comment on the evaluation methodology for XR mobility evaluation.
	Company
	Comment

	OPPO
	We are frankly more disappointed than before seeing the proposal. Our intention for proposing “modified option 3” is to let the group settle on less number of methods so the results from companies can be comparable (w/o interfering with cell size and UE speed) to draw some observations. Our intention is not to increase the total number of methodologies on the table to three. To have three alternatives seems only make things even more complicated than before. 
But for sake of progress, we can accept the whole package if the majority is fine.
For the parameter  in Alternative-1, 
· If the evaluation purpose is just to see the “relative” impact from Y to T, there is no need to worry about , since  T is proportional to . 
· For other purpose, companies can report their  used in evaluation. Because there can be many “reasonable choices” on   in normal UE operation (however,  sounds like a different story), it is difficult and also unnecessary for RAN1 to fix to one single value.  
In general, Alt-1 is nothing but a simple mapping of . We even wonder that TP summary of   can be in fact a summary upon combination of values in .

	MTK
	Considering multiple companies see the benefits of capturing some mobility results in the TR, even for just one meeting remained, we are fine with the current FL proposal.

	Nokia, NSB
	As identified by a substantial set of companies, mobility is an important KPI for this study.
We support the FL proposal. For unity, we can also support if only the main bullet - Alternative 1 (Option 3 modified by OPPO) is selected, so that the companies’ results are better aligned with each other.

For Alternative 1 (Modified Option 3) there is just one typo-fix proposed:
1) For clarity, we’d better set  consistently in numerator and denominator (either in absolute values or in percentages), so we suggest clarifying the formula as:

	LGE
	For clarification, are we agreeing on the three alternatives for analytical mobility evaluation? No further discussion for down-selection intended?
Regardless, we are fine with the FL proposal. 

	DOCOMO
	Firstly, mobility is an important KPI as clearly described in the SID of this study. Therefore, it should be evaluated and captured in the TR for this study in Rel-17.
Regarding the FL proposal, we support it with the modification from Nokia. In our understanding, from the bullet levels of the proposal, the proposal is to encouregae companies to do evaluation by Alternative 1 (i.e. baseline alternative) but other methodologies (e.g. Alternative 2 and 3) can also be considered for companies’ evaluations if they prefer. Therefore, the concern raised by OPPO, Nokia/NSB, and LGE can be solved.
However, even if the FL’s intention is no down-selection among the three alternatives, we are fine with it although unified methodology is preferred.

	ZTE,Sanechips
	For alternative 1, number of consecutive XR frames lost due to a HO event and minimum allowed time interval between HO events (T) can be obtained. However, the problems are (1) since the analytical methodology is already a simplified and idealistic model, we think it seems no need to consider the probability of packet failing () in the model as  is suffiently small and adding a new/unknown parameter would introduce another variant. (2) according to this methodology, the T value is obviously increased with the increase of Y value. And the parameter T seems not directly related to a mobility enhancement requirement. 
For alternative 2, the metric is defined as the difference between the typical interruption time T_typical and a target interruption time T_target. To have a clear understanding, a baseline value of a typical interruption time T_typical and handover probability is needed, otherwise, the results provided by companies may vary greatly if the assumptions are different. 
For alternative 3, how to calculate the distance Z between two HOs events needs clarification.
As discussed above, all these options are too simplified and idealistic, they are not the traditional methodologies used in mobility evaluation. With all these simplified assumption, whether the results is reliable and meaningful is unclear.
We undertand there is almost no time for us to handle these detailed issues mentioned above and derive a more satisfying model. Meanwhile, we see there are interests in mobility aspect evaluations. For the sake of progress, we are open to evaluate the mobility performance. 
And we have similar question with LG that do we need all these three options? We think down-selection one is better (e.g., alternative 2 or alternative 3).

	Ericsson
	Good mobilty performance is an important prerequisite for high fidelity XR experience. This is why XR is one of the applications that motivates mobility improvements. It is also explicitly mentioned in the SID, in contrast to all the detailed traffic models that are being discussed.
We are fine with the FL proposal. We would also be fine to agree only on Alternative 1. 

	AT&T
	It is very important to capture mobility related performance observations as part of the study. We can support Alternative 1 in an effort to unify modeling approaches as much as possible.

	Intel
	Mobility impacts on XR should be evaluated and as mentioned in online discussion, if the final outcome is that mobility for certain UE speeds has neglibile impact, that is also a valid outcome to capture in the TR since this would drive at least some discussion during the work item phase.
It should be a collective goal to align (at least for the companies interested in providing results) the evaluation methodology. From this perspective the current FL proposal looks to be a step in the wrong direction. However, for progress we are ok with it. We would still urge interested companies to try and align on a single alternative so that a meaningful comparison and discussion can take place in the next meeting. To this end, our preference is Alt. 1 but we are also OK to go with majority view. 
If the goal is to downselect between the alternatives which is ideal, we support Alt. 1.

	Futurewei
	We agree with OPPO that having 3 alternatives is really undesirable. Based on the current situation, though we still think the group should be focusing on capacity, power consumption, and coverage in R17, we can be open to mobility evaluation IF the group can converge to a single methodology, and the performance metric is clearly defined. 

	CATT
	We also prefer to down select to either one of the alternative to get the results at the last meeting of XR study.
Our preference would be Alternative 1 for down selection from these 3 alternatives.   

	InterDigital
	We are ok with FL’s proposal, with preference towards Alt 1 in the case any down-selection is done.

	Huawei, HiSilicon
	Suggest to converge to a single methodology.
If no consensus, then maybe all methodologies could be optional, i.e., similar as two optional methodologies for coverage evaluation.



Summary of 2nd round discussion
· Most of companies are fine or open for mobility evaluation by aligning to one methodology 
· OPPO, Nokia, LG, MTK, DOCOMO, ZTE, E///, AT&T, Intel, Futurewi, CATT, InterDigital, Huawei (13)
· Most of companies are fine to go with Alt.1 only. 
· OPPO, Nokia, DOCOMO, E///, AT&T, Intel, CATT, InterDigital
· So, the proposal is updated by taking Alt.1 only. For Alt.1, some minor updates are made based on the comments: 1) add the text of definition of the performance metric in the main-bullet; 2) add a note for value of   ; 3) minor update on the formular

Updated proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Following methodology is adopted
· Alternative 1 (Modified Option 3): 
· For XR/Cloud Gaming mobility evaluation, the metric is defined to be where N is the number of consecutive XR frames lost due to a HO event, and T is the Minimum allowed time interval between HO events, which are obtained by the following steps
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
· Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
· Minimum allowed time interval between HO events, T is estimated as:

· where   is probability of packet failing (subject to PDB) during time outside of handover procedure. Companies can report the value of   used in the evaluation.
· X is the UE satisfactory requirement (baseline: X = 99%, other X value(s) can be also evaluated). 
· Note: how to draw the obervations/conclusion will be discussed in RAN1 #107e.

Remaining issues on traffic model
Issue 1. Further clarification on PDB/PER definitions for slice-based I/P-frame multi-stream traffic model
As discussed in the GTW meeting, although there was no conclusion, but now we have more clearer understanding on this traffic model for evaluation. So it seems we don’t need to further discuss this issue.

Issue 2. Jitter for multi-stream DL traffic model
Regarding the jitter value for different slices/packets for multi-stream traffic model, there could be the same or different jitter value based on the discussion. 
For option 2, whether/how the jitter is modelled for audio/data stream can be up to company report. 
Possible proposal/conclusion: 
· For Multi-stream DL Traffic Model Option 1: two streams of I-frame and P-frame for DL video stream, all slices or packets belong to a video frame in DL multi-stream model could have the same or different jitter value.
· For Multi-stream DL Traffic Model Option 2: video + audio/data, company reports whether/how the jitter is modelled for the second stream (audio/data) of multi-streams DL traffic model.
Question 2. Please share your comment on Jitter for multi-stream DL traffic model .
	Company
	Comment

	OPPO
	For Option 1, we wonder what the point is to consider “same jitter value”. 
· There is comment saying the different jitter makes the packet hard to meet its PDB. But to our understanding, jitter happens “before” packet arrives the transmitter, while PDB starts to count “after” packet arrives the transmitter, according to the following RAN1 agreement. It is not clear to us how jitter can impact PDB. 
Agreement in RAN1 #104e:
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· For DL, different slices/packets may arrive at gNB via different NW delivery “envelopes” with possibly different NW delays, and then certainly reach at gNB with different jitter. We wonder whether the “same jitter value” assumes certain specific NW consideration/enhancement here?  
For Option 2, we are fine. 
BTW, this jitter issue reminds us of another pending issue regarding to “user traffic arrival offset”, according to the 2nd bullet in the following RAN1 #103 agreement. Maybe this can be the issue 3? 
	Agreement:
The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available. Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.




	MTK
	We are fine with the FL proposal.

	LGE
	We are fine with the FL proposal.
The jitter happens before packet arrives at the gNB, but the encoder generates the I-slice and (N-1) P-slices from the same application packet/frame. We are not sure which one is generated first at which time, so we can simply say that they are from the same frame and generated roughly at the same time. Then for the delivery, we don’t think there are mechanisms for now to differentiate the encoded I-slice and (N-1) P-slices from the same frame and deliver them separately. If so, assuming they arrive at different times with different jitter values would be enhancement from our erspective. Correct me if I’m wrong. 
Anyway, by agreeing on the FL’s proposal above, depending on the assumptions on the delivery, companies can report their results. We don’t see a critical problem.

	DOCOMO
	We are fine with the FL proposal.

	ZTE, Sanechips
	We are fine with the FL proposal.

	Ericsson
	Too much time is spent on these details. We are OK with any agreement on this issue.

	Intel
	We are fine with the FL proposal.

	CATT
	We are OK with FL’s proposal.  

	InterDigital
	We are ok with FL’s proposal 

	Huawei, HiSilicon
	Ok with FL’s proposal.

Regarding the 1st bullet, i.e., “For Multi-stream DL Traffic Model Option 1: two streams of I-frame and P-frame for DL video stream”: 
In real deployment, a frame or a slice might be segmented into IP packets and delivered to gNB. However, in R17 XR SI, for simplicity, RAN1 does not consider such detailed modelling for both single stream and multi-stream.
In slice-based model, a frame consists of multiple slices. For evaluation purpose, RAN1 can simply assume all slices or packets belong to a video frame in DL multi-stream model could have the same jitter value.
If some companies want to evaluate “different jitter value”, this could also be fine.
So we are ok with FL’s proposal, maybe no need to spend too much time discussing this issue since anyway it can be reported by companies.



Summary of 2nd round discussion
· For option 1, it seems no need to further discuss. Companies can report the results with their assumptions
· For option 2, since the jitter modelling for audio/data is not discussed, it may be good to have this conclusion. As there is no concern, it seems to be agreeable.

Updated proposal/conclusion: 
· For Multi-stream DL Traffic Model Option 2: video + audio/data, company reports whether/how the jitter is modelled for the second stream (audio/data) of multi-streams DL traffic model.

Discussion (1st round)
Mobility evaluation methodology
Companies’ views on mobility evaluation for XR are summarized as below.
	OPPO
R1-2109101
	Proposal 3: The mobility evaluation is de-prioritized in Rel-17 XR SI. 	
Proposal 4: If RAN1 agrees to evaluate mobility in Rel-17 XR SI, 
· RAN1 does not conduct system level simulations for mobility evaluation
· It is suggested to conduct simple analytical study on the number of affected XR frames from one handover interruption time considering different XR traffic model and handover mechanisms.


	Ericsson
R1-2109111
	[bookmark: _Toc68631214]Proposal 1	Inter-cell mobility is evaluated analytically by describing the currently specified mobility procedures from an XR service point of view, relying on the agreed traffic models and user satisfaction criteria.


	vivo
R1-2109009
	Proposal 2: XR/Cloud Gaming mobility evaluation can be performed by numerical analysis, based on the given assumptions of traffic characteristics and requirements, deployment scenarios, and interruption times, etc.
Proposal 3: For XR/Cloud Gaming mobility evaluation, the metric is defined to be the difference between the typical interruption time T_typical and a target interruption time T_target, where T_target = 1000 * PER / handover probability in ms and is regarded as the threshold of interruption time, and the handover probability can be obtained by numerical calculation. Companies are encouraged to report both T_typical and T_target when submitting mobility evaluation results.
· Step 1: Determine the typical interruption time for a given handover procedure
For the given handover procedure, traditional HO, CHO, and DAPS (FR1 only) can be taken into account. The definition of interruption time, as well as the typical value of interruption time (i.e. the typical interruption time) for a given handover procedure, can refer to TS38.133 [1].
· Step 2: Analyze the performance gap in terms of interruption time based on handover probability
The performance gap can be determined as the difference between the typical interruption time T_typical and a target interruption time T_target, which is a threshold of interruption time to check if service requirements can be satisfied or not due to handovers, and can be obtained by assuming that the number of discarded or severely delayed packets due to handovers exactly meets the PER requirement.
Supposing (T_target / p) * Z = FPS * PER, indicating that the PER requirement is exactly met during a second, the target interruption time T_target can be determined as T_target = PER / Z in second, or T_target = 1000 * PER / Z  in millisecond (ms), where 
· Z is the handover probability, in the unit of the number of handover events per second per UE;
· FPS and PER are the FPS attribute and PER requirement respectively for a traffic stream, especially a video traffic stream;
· p is the periodicity of the traffic stream in second, and can be calculated as p = 1 / FPS.
The handover probability can be obtained by numerical calculation or real system simulation. Taking numerical calculation as an example, when Dense Urban scenario is assumed (ISD=200m), the handover probability can be calculated assuming that the UE starts at the point P and moves along the 120-degree line to the point Q with a given speed, as illustrated in Figure 2. Assuming X = 30m and UE speed = 60 km/h, the distance between the point P and Q is about 496.52m, hence the UE will experience 7 times of cell switching, and the handover probability can be calculated as 7/(496.52/(60*1000/3600))≈0.23.
Assuming FPS = 60 for XR traffic and PER = 1%, the target interruption time T_target can be calculated as T_target = 1000 * 0.01 / 0.23 = 43.5 ms. Supposing the typical interruption delay for traditional HO is 50 ms, which is greater than T_target, i.e. the threshold of interruption time, it can be inferred that the traffic PER requirement can’t be satisfied due to mobility, thus mobility enhancement is desirable to ensure continuity of XR traffic. 
[image: ]
[bookmark: _Ref83646460]Figure 2 Dense Urban deployment for calculating handover probability


	DCM
R1-2109706
	Proposal 1:
It is suggested that mobility evaluation is conducted in this study item to see the performance and whether any enhancement on mobility is needed for XR services.
Proposal 2:
· Conduct simple analytical evaluation for mobility study. The KPI of mobility is defined as the number of affected XR frames due to handover interruption based on TS 38.133. 


	Xiaomi
R1-2109394
	Proposal 2: Mobility events, e.g. handover and RLF, should be considered for the evaluation of XR services.

	Huawei
R1-2108735
	For mobility evaluation, two evaluation methodologies have been proposed and discussed via email in RAN1#106-e. However, both methodologies seem not mature enough to provide accurate and meaningful results for XR. For example, both methodologies use HO interruption time to calculate the affected frames. However, it’s unclear how PDB/PER requirement, which is essential for XR capacity/power evaluations, is considered in this methodology. In addition, the value of HO interruption time may need further discussion, which is possibly different in different scenarios and even beyond RAN1’s expertise. Furthermore, for capacity/power evaluation, RAN1 agrees the UE speed is just 3 km/h, so it seems mobility is not an issue in such low speed scenarios.

	Nokia
R1-2109738
	Proposal 1: RAN1 shall not to conduct advanced dynamic system-level simulations to assess the HOF and PP handover performance at this point of time.
Proposal 2: Conduct simple analytical study of the number of affected XR frames for the different agreed XR traffic models from HO interruption times, considering traditional HO, CHO, and DAPS (FR1 only). The XR TR 38.838 shall include a Table (e.g. ala the one Table 1) with the HO interruption times, as well as calculation of the number of effected XR frames from such interruptions. Based on that, simple conclusions can be drawn on how this will impact the XR QoS/QoE, including potential pointers for possible enhancements.
Proposal 3: For mobility evaluation of XR services in NR, conduct an analytical study of the following steps:
1. Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
2. Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
a. Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
i. Example: Assuming 60fps video for VR with R=16.6ms, PDB = 10ms and HO interruption time Y=71ms, the number of lost XR frames is “(71-10) / 16.6 = 3.67 frames”.
b. Minimum allowed time interval between HO events, T is estimated as: T = (Y – PDB) / (100% – X), where X is the UE satisfactory requirement (baseline X = 99%, “a UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB, as per agreement in RAN1#104-e”). If HO evens happen more often, the XR UE becomes unsatisfied.
i. Example: Assuming 60fps video for VR with R=16.6ms, PDB = 10ms and HO interruption time Y=71ms, the minimum allowed interval between HO events is “(71-10) / 1% = 6.1s”.
3. Step 3. Assuming that HO events happen for an XR UE, on average, every Z meters on its way, the critical speed of an XR UE leading to it becoming unsatisfied, V, is given as: V = Z / T. If the XR UE is moving faster than the derived speed, the XR UE is unsatisfied.
i. Example: The approach is illustrated in Figure 1. Assuming 60fps video for VR with R=16.6ms, PDB = 10ms, HO interruption time Y=71ms and that HO happens every 71.5 meters, the inter-HO time, T, is 6.1s (as in Step 2b), hence the critical UE speed is “71.5 m / 6.1s = 11.7m/s = 42.2km/h”.
ii. Note: Other methods for computing Z (the distance between two HOs events) can be optionally evaluated.
	[image: ]


Figure 1 – Deriving critical speed of an XR UE leading to the UE becoming unsatisfied.


	Samsung
R1-2109520
	Proposal 1
System-level evaluation of mobility for XR devices is de-prioritized and XR mobility performance is captured analytically in TR 38.838.

	Intel
R1-2109639
	Proposal 1: The KPI for XR mobility evaluation is the number of XR packets (per second) that violate their PDB due to HO interruption time.
Proposal 2: Handover interruption time should be calculated with a baseline assumption of traditional HO in FR1 with unknown target cell. CHO and DAPs based interruption times are optional.
Proposal 3: For XR mobility KPI evaluation, handover probability should be considered.


	LG
R1-2109989
	Proposal 1: Continue discussion on the details of the analytical mobility evaluation for XR starting from the latest proposal and the examples put on the table during the e-mail discussion in RAN1#106-e meeting.


	Apple R1-2110061
	Putting aside the validity issue for the time being, setting the UE speed at 3 km/h instead of 120 km/h, the handover interrupted packets per second would change drastically and it is 1.13  0.0282 packets/s, which is far below the proposed target (0.6 packets/s).



In RAN1 #106-e meeting, evaluation methodology for mobility for XR was discussed. In this meeting, most of companies propose that mobility is evaluated by numerically analysis. Based on the input, following proposal is given.

Possible proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria
· Option 1: 
· The mobility KPI for the XR study is defined as the number of XR frames that have violated their PDB due to the HO interruption times, when considering traditional HO, CHO, and DAPS (FR1 only). The duration of the HO interruption time is to be calculated analytically by appropriate durations and processing times incorporated in the HO, CHO, and DAPS, as detailed in TS 38.133.  Further detailed assumptions need to be reported together with evaluation results.
· Option 2: 
· For XR/Cloud Gaming mobility evaluation, the metric is defined to be the difference between the typical interruption time T_typical and a target interruption time T_target, where T_target = 1000 * PER / handover probability in ms and is regarded as the threshold of interruption time, and the handover probability can be obtained by numerical calculation. 
· The detailed evaluation steps are as follow:
· Step 1: Determine the typical interruption time for a given handover procedure
· E.g.  The definition of interruption time, as well as the typical value of interruption time (i.e. the typical interruption time) for a given handover procedure, can refer to TS38.133 [1].
· Step 2: Analyze the performance gap in terms of interruption time based on handover probability
· [bookmark: OLE_LINK3]Supposing (T_target / p) * Z = FPS * PER, indicating that the PER requirement is exactly met during a second, the target interruption time T_target can be determined as T_target = PER / Z in second, or T_target = 1000 * PER / Z  in millisecond (ms), where 
· Z is the handover probability, in the unit of the number of handover events per second per UE;
· FPS and PER are the FPS attribute and PER requirement respectively for a traffic stream, especially a video traffic stream;
· p is the periodicity of the traffic stream in second, and can be calculated as p = 1 / FPS.
· The handover probability can be obtained by numerical calculation, as illustrated in Figure 2, e.g., assuming X = 30m and UE speed = 60 km/h, the distance between the point P and Q is about 496.52m, hence the UE will experience 7 times of cell switching, and the handover probability can be calculated as 7/(496.52/(60*1000/3600))≈0.23.
· [bookmark: _Ref54383826]E.g. Assuming FPS = 60 for XR traffic and PER = 1%, the target interruption time T_target can be calculated as T_target = 1000 * 0.01 / 0.23 = 43.5 ms. Supposing the typical interruption delay for traditional HO is 50 ms, which is greater than T_target, i.e. the threshold of interruption time 
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· Option 3: For mobility evaluation of XR services in NR, conduct an analytical study of the following steps:
· Step 1. HO interruption time is calculated for existing HO techniques by directly following the requirements given in 3GPP TS 38.133.
· Step 2. For a HO interruption time Y (calculated in Step 1) and the XR traffic pattern characterized by the inter-arrival rate R and the packet delay budget PDB:
· Number of consecutive XR frames lost due to a HO event, N is estimated as: N = (Y – PDB) / R
· Example: Assuming 60fps video for VR with R=16.6ms, PDB = 10ms and HO interruption time Y=71ms, the number of lost XR frames is “(71-10) / 16.6 = 3.67 frames”.
· Minimum allowed time interval between HO events, T is estimated as: T = (Y – PDB) / (100% – X), where X is the UE satisfactory requirement (baseline X = 99%, “a UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB, as per agreement in RAN1#104-e”). If HO evens happen more often, the XR UE becomes unsatisfied.
· Example: Assuming 60fps video for VR with R=16.6ms, PDB = 10ms and HO interruption time Y=71ms, the minimum allowed interval between HO events is “(71-10) / 1% = 6.1s”.[2
· Step 3. Assuming that HO events happen for an XR UE, on average, every Z meters on its way, the critical speed of an XR UE leading to it becoming unsatisfied, V, is given as: V = Z / T. If the XR UE is moving faster than the derived speed, the XR UE is unsatisfied.
· Example: The approach is illustrated in Figure 1. Assuming 60fps video for VR with R=16.6ms, PDB = 10ms, HO interruption time Y=71ms and that HO happens every 71.5 meters, the inter-HO time, T, is 6.1s (as in Step 2b), hence the critical UE speed is “71.5 m / 6.1s = 11.7m/s = 42.2km/h”.
· Note: Other methods for computing Z (the distance between two HOs events) can be optionally evaluated.
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Question 3. Please share your comment on the evaluation methodology for XR mobility evaluation.
	Company
	Comment

	ZTE, Sanechips
	We prefer to de-prioritize mobility evaluation in Rel-17 XR SI.
For Option 1, we needs to report is just  the maximum frame dropping under different fps and a interruption time. It is obvious that a shorter interruption time provides less frame dropping. It can not provide a more meaningful conclusion for XR mobility evaluation.
For Option 2, a target interruption time can be calculated using this method. But there are many corresponding assumptions need to be settled down, e.g., the X value, the moving path of a UE.
For Option 3, it seems it contains Option 1 which requires companies to report the number of consecutive XR frames lost due to a HO event. Similarly, it does not explain how to use the value. In addition, some assumptions need to be determined (e.g., Z, Y).
Additonally, all these options are too simplified and idealistic, they are not the traditional methodologies used in mobility evaluation. With all these simplied assumption, the results and the corresponding observations will be misleading. 
Considering the limited TU, we prefer to de-prioritize mobility evaluation in Rel-17 XR SI.

	Futurewei
	We agree with ZTE and also think mobility evaluation in R17 XR SI should be deprioritized. 

	OPPO
	For Option-2, our concern is that the evaluation is associated with a specifc deployment map, and can be also  quite sensitive to cell size and UE speed. The analysis/evaluation shifts more focus to mobility, instead of handover. 
For Option-3, our comments  go to step-2 and step-3. 
· The step-2 formula T = (Y – PDB) / (100% – X) is equivalent to  , which means the packets failing the user satisfaction only come from packet loss due to handover; in other words, the analysis assumes 100% satisfaction outside of handover. But if we are more realistic and assume the probability of packet loss (also subject to PDB) outside of handover is , the long-term probability of failing user satisfaction  is given by

Then the minimum allowed HO time interval (T) is given by . Because ,  . Comparing to the current step-2 formula which can be written as , the minimum allowed HO time interval taking into account  needs to be much larger. This can also suggest the cell size and UE speed in connection with T may mean nothing in real scenario. 
· Step-3 is not quite necessary. It just runs analysis based on a linear formula V = Z / T. Further, introduction of V (moving speed) and Z (geo-distance for HO) may cause more discussions that are not directly related to handover enhancement. We think it is good enough to terminate the whole analysis at derivation of minimum allowed HO interval (T) in step-2. 
Our preferences: 
· The mobility evaluation can be deprioritized in Rel-17, because the major part of mobility evaluation under current discussion does not seem to relate to the key issue of handover, while the methodology relating to handover is somehow trival (e.g., steps in Option-1).  Further, due to limited available time in Rel-17 time frame, RAN1 has to choose analytical methodology instead of a bit more comprehensive system level evaluation; however, it could remain questionable whether such simple numerical analysis can be accurate and representative enough. 
· If RAN1 decides to evaluate mobility performance in Rel-17, a methodology like Option-3 can be adopted, with the following modification: 
· Only adopt Step-1 and Step-2. Discard Step-3. 
· In step-2, change the formula in calculation of T to:  

where   is probability of packet failing (subject to PDB) during time outside of handover procedure.

	QC
	Given that RAN1 has very limited time left for R17 XR SI, we think mobility study should be done with minimal efforts. We are fine with Option 2 which is simple yet allow the evaluation of handoff performance. Assumptions not explicitly captured could be additionally provided by each company.

	Intel
	Analytical mobility evaluation should be performed. In our opinion, the KPI should be first defined and then we can further proceed to discuss detailed methodology. The KPI for XR mobility evaluation may be defined as the number of XR packets (per second) that violate their PDB due to HO interruption time. For baseline evaluation, we should consider only cases where HO interruption time is larger than PDB of XR traffic. 
Under this assumption, either Option 2 or 3 can be further discussed, though we have a slight preference towards Option 3.
For Option 2, the calculation of the HO probability under the feMIMO mobility deployment assumption may be a bit limiting. In feMIMO, the main focus was fast beam switching in highway/HST scenarios in FR2 which may not be the case with XR. In Option 3, for Step 3, calculation of Z would need further discussion. 

	vivo
	XR mobility performance is one of the important KPIs for XR evaluation, it is unfortunate that it would be missing in the R17 XR SI. Given the fact that there are only two RAN1 meetings left, we prefer to perform mobility evaluation by numerical analysis. We understand companies have concerns on handover probability calculation in Option 2 and average handover event calculation in Option 3, which are highly correlated to UE speed and moving distance. But in traditional mobility evaluation in TR 36.839, UE speed and network deployment do have impact on handover probability. To this end, we would like to suggest adopt Option 2 or Option3, and leave the details not explicitly captured up to company report.

	DOCOMO
	Mobility evaluation should be performed since it is one of the important KPIs for XR. Among the options, we are open to either way but prefer Option 2 or Option 3 so that UE speed can be considered in the evaluation.

	Xiaomi
	We agree with ZTE and Futurewei that mobility evaluation should be deproritized. 

	Nokia, NSB
	We agree with Intel, VIVO, and DOCOMO that mobility should be studied within this SI due to the fact that mobility is one of the important KPIs for evaluating XR services (as has been indicated by a substantial set of companies in their TDocs and prior discussions).
There is also a high correlation among the constrictive approaches for the evaluation methodology (i.e., Option 2 and Option 3 are very close to each other, while Option 1 is a subset of those, where the impact of UE speed is excluded). There is also certain commonality in the provided/anticipated results and conclusions. Hence, there is a good room for convergence here on the main items, while other secondary-important details can be provided by the companies when submitting their results/observations.
We also would like to note that the mobility evaluation is already, in fact, deprioritized, as the plan is to perform a simpler still valuable analytical study with much less efforts instead of a full-scale SLS simulation campaign. So, we don’t see that any further discussions on the priority are needed here as well as if any further deprioritization of mobility study is anyhow feasible.
Finally, not sure if it is too much constructive to further insist on dropping mobility evaluation from the TR with the rationale of limited time within the SI. First, we believe that this would look very strange from the TR point of view, as there are clear indications that there are important mobility-related issues with baseline NR when handling demanding XR services. Hence, an analytical study highlighting the topic and main points is considerably better than no study at all. Second, there are certainly more companies behind the intention to study mobility for baseline NR performance (as was planned in the scope of work from the very beginning of this SI) than for any individual enhancement scheme proposed to be studied/included in the TR. Hence, if the common logic gets applied here, all/most of the enhancement schemes should be dropped (usually, 1-2 companies max providing the results) and the TR should focus exclusively on the baseline NR performance when handling XR traffic.
At the same time, we are very much open to further constructive suggestions on the presented methodology/methodologies, preferably, with a better methodology proposed by the counterparties (same way as it was done when discussing capacity, UE power, and coverage KPIs).

	MTK
	Consideing that there would be no mobility enhancement in the scope of Rel-18 XR, we are wondering whether it is worthwhile to perform mobility evaluation for just one RAN1 meeting (RAN1 #107e). We slightly prefer to de-prioritize mobility evaluation in Rel-17 XR SI. If majority of companies still want to do mobility evaluation, we think OPPO’s proposal would be our first preference, followed by Option 2.

	LGE
	We think the mobility performance is important for commercialization of XR services over the cellular network. Given the time left for further evaluation, anaylitical evaluation is preferred. For details, we are ready to agree upon either Option 2 or Option 3, or an improved version at the end of this meeting.

	Huawei, HiSilicon
	In general, we do not see XR-specific issues in mobility study. In addition, capacity evaluations already assumes UE is mobile, i.e. 3km/h. So the impact of mobility is already reflected in capacity evaluations.
Some detailed questions on current options:
· Option 1: it seems PER, UE speed is not considered in this option. We are not quite sure about what kind of observations are supposed to be drawn from these results, e.g., how to determine whether XR service can be well supported by a particular handover mechanism (e.g., traditional HO, CHO, and DAPS) or not?
· Option 2, 3: 
· It seems both options assume all packet deliveries are suceesully outside the interruption time, which is not true in reality.
· Both options have many assuptions, e.g., detailed values of HO interruption time, etc. It’s hard for RAN1 to decide what are typical values.


	Ericsson
	Mobility is part of the WID and some evaluation should be performed. The impact of an interrupt for an XR service should be quantified, to aid the foreseen mobility WI in Rel-18. Such an evaluation would determine the requirements of improved handover solutions – without such an evaluation, the requirements would be unspecified. 
We also note that mobility evaluation has been deprioritized – this is not the issue here.
Any of the evaluation options is better than no evaluation. We prefer Oppo’s proposal, i.e., option 3 without step 3.

	Samsung
	The agreed SID requires an evaluation of XR mobility performance to conclude. We do not think that it makes really sense to further discuss deprioritization of the XR mobility part at this point in time. Company opinions indicate widespread support for proceeding with an analysis of HO interruption times for common reference scenarios (R15, CHO, DAPS) while accounting for the XR-specific traffic models and the expected UE mobility behavior instead of full-scale SLS. The effort level associated with concluding on XR mobility performance is already very reduced when compared to SLS.
Option 1 where we would just report the number of dropped frames as a function of the frame rate and interruption time(s) in a selected HO scenario would not allow to draw any meaningful conclusions, e.g., no impact from UE speed. So, Options 2 or 3 where expected probability of UE mobility is accounted for make more sense to us. For Option 2, it may be difficult to agree how representative and applicable the mobility model from FeMIMO is.
We think that the “modified” Option 3 as reasoned and described by Oppo makes good sense. We support this proposal, e.g., in the original Option 3, discard Step 3 and in Step 2 modify the calculation of T to,


	Apple-II
	Given the inputs so far, if mobility evaluation is to be done in Rel-17, we suggest following OPPO’s modified Option 3.




FL proposal for evaluation methodology for mobility evaluation
· XR mobility performance is evaluated analytically taking into account mobility procedures, agreed traffic models, and user satisfaction criteria. Companies provide detailed assumptions along with their results and observations.

Remaining issues on traffic model
Issue 1. Further clarification on PDB/PER definitions for slice-based I/P-frame multi-stream traffic model
[bookmark: OLE_LINK126]In [3], it is mentioned that for the slice-based traffic model, there is an issue about the modelling of P-slice that needs to be clarified further. The following two approaches can be identified.
· [bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK87][bookmark: _Hlk83219031]Approach 1: each P-slice is modelled as one packet in simulations, i.e. each P-slice of a video frame is mapped to a packet in simulations one to one. In particular, there will be N-1 packets each of which corresponds to a P-slice at a time corresponding to a video frame. The size of each P-slice/packet is generated separately based on the agreed distribution. The PER and PDB requirements are defined for packets each containing only one P-slice.
· [bookmark: _Hlk83219085]Approach 2: multiple P-slices at the same time are modelled as one packet in simulations, i.e. there is one packet containing the N-1 P-slices at a time corresponding to a video frame. The size of each packet is equal to the sum of the sizes of the N-1 P-slices contained in the packet. The PER and PDB requirements are defined for packets each containing N-1 P-slices.
It is proposed to align the understanding of packet modelling for P-slices, as well as PER and PDB requirements for P-stream in slice-based traffic model. If there is no common understanding, companies are encouraged to report the adopted approach when submitting the evaluation results of slice-based multi-stream traffic model.



[bookmark: OLE_LINK96][bookmark: OLE_LINK113]Figure 1. Two approaches for the modelling of P-slice (N = 8)
Question 4. Please share your comment on further clarification on PDB/PER definitions for slice-based I/P-frame multi-stream traffic model.
	Company
	Comment

	ZTE, Sanechip
	In our opinion, Approach 1 is capable of scheduling at a finer granularity while Approach 2 can be implemented more simply in simulation. We believe that both approaches are reasonable. Therefore, we support companies to report their approach of P-slice modelling when they provide simulation results of slice-based traffic model.

	OPPO
	Approach 1. 
For approach 2, our questions are: 
· what is the difference (from air interface perspective) between approach-2 and a traffic model that partitions a video frame into 1 I-slice and 1 P-slice? 
· Does Approach-2 require to ALWAYS transmit 7 P-slice together in one packet? If yes, Approach-2 changes something not just PDB/PER.

	QC
	According to the agreement made during 105-e, we think Approach 1 is what we have agreed.
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	Intel
	We have the same understanding as QC. Approach 1 is the agreement.

	vivo
	A clarification on approach 1 and approach 2 is needed for multi-stream evaluation. Approach 1 is more aligned with slice-based traffic model, while approach 2 is more friendly for SLS traffic modeling. We don’t expect there is too much difference on the performance by these two approaches. Therefore, we think both of them can be supported, companies can report the adopted approach when submitting their evaluation results.

	DOCOMO
	Share the same understanding with QC and Intel.

	Apple
	We have the same understanding as QC, Intel and DOCOMO.

	Xiaomi
	Share the understading with QC and other companies. 

	Nokia, NSB
	We tend to slightly prefer Approach 1 as a cleaner solution but also agree with VIVO here that there might be some ambiguity here. At the same time, we also share the opinion that the real difference in the numerical results should not be drastic. So, we are fine with the approach to keep this detail as “companies to report”, if no consensus can be easily reached.

	MTK
	We prefer Approach 2. With the large BW of NR system, and smaller size of P-slice compared to I-slice, it may be a waste of resource to transmit each P-slice using the whole packet (TB). Also, approach 2 is more friendly for SLS traffic modeling. We share the view from vivo that there would not be much difference on the performance by these two approaches. Therefore, we think both of them can be supported, companies can report the adopted approach when submitting their evaluation results.

	LGE
	Our understanding is closer to Alternative 1. We agreed that N-1 packets are transmitted at a time with the frame rate of e.g., 60fps, which means each of the P-slices are mapped to different packets. However, as each of the P-slices/packets should arrive at the gNB and transmitted at a time at the given frame rate, we think some modification based Approach 1 seems to be needed for further clarification. 
· Approach 1: each P-slice is modelled as one packet in simulations, i.e. each P-slice of a video frame is mapped to a packet in simulations one to one. In particular, there will be N-1 packets each of which corresponds to a P-slice and they are generated and transmitted at a time at a given frame rate. corresponding to a video frame. The size of each P-slice/packet is generated separately based on the agreed distribution. The PER and PDB requirements are defined for packets each containing only one P-slice.

	Huawei, HiSilicon
	Support Approach 1.
We share similar view with other companies that Approach 1 is aligned with previous agreement.
For example, as RAN1#105-e agreement shows (copied below), for Option 1A, there are “N-1” packets for P-stream. In addition, the mean packet size of P-stream is , which means that the size of each P-slice/packet is generated separately.

Agreement in RAN1#105-e:
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
…
	[bookmark: OLE_LINK37][bookmark: OLE_LINK38]Two data streams, i.e. M1 = 2
	Option 1A: slice-based
	Option 1B: GOP-based

	
	I-stream
	P-stream
	I-stream
	P-stream

	Packet modelling
	Slice-level
	Frame-level

	Traffic pattern
	Both streams are periodic at 60 fps with the same jitter model as for single stream. 
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.

	Number of packets per stream at a time
	1
	N-1
	I-frame: 1 or 0
P-frame: 0 or 1
At each time instant, there is either only one I-stream packet or only one P-stream packet

	
	N = 8: the number of slices per frame.
	

	Average data rate per stream
	[image: e1]
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	[image: e4] 

	
	· R: average data rate of a single stream video
· : average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 1.5, 2, 3

	Packet size distribution
	Truncated Gaussian distribution

	
	Mean = [image: e5]
	Mean = [image: e6]
	Mean = [image: e7]
	Mean =  [image: e8]

	
	· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· FPS is the frame rate of the single stream video

	PER, PDB
	[PER_I, PER_P] = [A %, B %]
[PDB_I, PDB_P] = [C ms, D ms]
	[PER_I, PER_P] = [E %, F %]
[PDB_I, PDB_P] = [G ms, H ms]




	Ericsson
	It would seem that only with option 1, the PER of a single P-frame can be calculated, otherwise the PER will be for a chunk of 7 P-frames. We don’t understand MTK’s comment about BW allocation: any number of P-frames can still be mapped to a TB, the difference is only visible when the PER is calculated.

	Samsung
	We think that Approach 1 is simpler and was the original intention. We do not expect there to be a dramatic difference in the numerical results when compared to Approach 2. Is it really meaningful to force a re-run of SLS for companies having selected Approach 2 even if we now clarify the agreement? We propose that companies submitting results will simply report their particular method used and we capture this in the TR as notes.




FL proposal for clarification on slice-based multi-stream traffic model
· For XR evaluation with slice-based multi-stream traffic model, companies report the adopted approach when submitting their evaluation results
· Approach 1: each P-slice is modelled as one packet in simulations, i.e. each P-slice of a video frame is mapped to a packet in simulations one to one. In particular, there will be N-1 packets each of which corresponds to a P-slice at a time corresponding to a video frame and they are generated at a time at a given frame rate. The size of each P-slice/packet is generated separately based on the agreed distribution. The PER and PDB requirements are defined for packets each containing only one P-slice.
· Approach 2: multiple P-slices at the same time are modelled as one packet in simulations, i.e. there is one packet containing the N-1 P-slices at a time corresponding to a video frame. The size of each packet is equal to the sum of the sizes of the N-1 P-slices contained in the packet. The PER and PDB requirements are defined for packets each containing N-1 P-slices.


Issue 2. Jitter for multi-stream DL traffic model
In [16], jitter for multi-stream DL traffic model is discussed.
For Multi-stream DL Traffic Model Option 1: two streams of I-frame and P-frame for DL video stream, it is proposed that DL multi-stream model follows the jitter model same as that of single stream model. All slices or packets belong to a video frame in DL multi-stream model could have the same jitter value.
For Multi-stream DL Traffic Model Option 2: video + audio/data, it is proposed to confirm that the second stream (audio/data) of multi-streams DL traffic model has no jitter.
Question 5. Please share your comment on Jitter for multi-stream DL traffic model .
	Company
	Comment

	ZTE, Sanechips
	Fine with FL’s proposal.

	OPPO
	For Multi-stream DL Traffic Model Option 1, RAN1 already agreed the I-stream and P-stream share the same jitter model, and we do not think it is necessary to further restrict the two streams to use the same jitter value, because the packets belonging to different streams may still arrive at gNB subject to different NW transfer jitter. So from our view, RAN1 needs no further modification to the jitter model for Multi-stream DL Traffic Model Option 1. 
For Multi-stream DL Traffic Model Option 2, we tend to agree the proposal, but are also open to new proposals on jitter model for audio/data.

	QC
	Agree with FL’s proposal.

	Intel 
	Fine with FL’s proposal.

	vivo
	Fine with FL’s proposal.

	DOCOMO
	Fine with FL’s proposal.

	Apple
	On Option 1, “it is proposed that DL multi-stream model follows the jitter model same as that of single stream model. All slices or packets belong to a video frame in DL multi-stream model could have the same jitter value”.  Note also if different QoS treatments are applied to I-slice/P-slice, most likely the jitter distributions for I-slice/Pslice will be different, but to simplify the modeling, assume the same distribution is okay. 
As for a realization of a random variable under the jitter distribution: Actually with Option 1 the sliced based model, multiple slices are mapped to different IP packets. Those IP packets can be generated by an XR server or another UE (say UE 2), and it is not clear all the routing entities between UE 2 and UE 1 (the UE of interest), such as routers in the external data network and/or UPF can guarantee their simultaneous transmissions, hence different IP packets may have different jitters associated with them. This is also one challenge with ADU-aware scheduling. It is quite understanable at this stage, companies may not have the stomach for further discussion on the jitter model, but drawing a conclusion/agreement now may be counter-productive later on e.g. upon further information from SA2 for example, it would be difficult to overturn any standing agreement. Note not agreeing on the proposal does not pose any practical issue if interested companies pursue evaluations by assuming the same jitter value for all slices in a video frame. 
we don’t have concern to extend the single flow model’s jitter modeling from I/P-frame (GOP) based one.
On Option 2, Note jitters are prsent irrespective of the underlying media, due to routers in data network and/or UPF. As audio/data can also suffer from jitter (e.g. due to core network), our preference is leaving it open Multi-stream DL Traffic Model Option 2 whether jitter is modelled or not.  Similar to the discussion on Option 1,  if different QoS treatments are applied to video and data/audio streams, then the jitter distributions will be different. Again for the same practical reason, the same distribution can be assumed. 
In summary, we have 
Proposal 1: leave jitter modeling open for sliced based model in Option 1 (e.g. companies are free to assume the jitter value for all splices in a frame the same or different) and audio/data in Option 2 (e.g. companies are free to assume the jitter value is zero or nonzero). If jittering is modeled, then the single stream model’s modeling methodology can be reused).
Proposal 2: agree the single stream model’s modeling methodology is applicable to 1B in Option 1.

	Xiaomi
	Agree with FL proposal.

	Nokia, NSB
	We are ok with leaving these minor details of the optional traffic model as “Companies should report detailed assumptions in their simulations” (together with a proper rationale), as indicated in our prior agreement on this topic.

	MTK
	We share the same view from OPPO, RAN1 has agreed to use the same distribution for I/P frame/slice. For audio/data, we are fine with FL’s proposal or Apple’s proposal to reuse the jitter model for single stream.

	LGE
	We support the FL’s proposal. We haven’t checked if the mechanism to separately deliver the I-frame and P-frame all the way through the 3GPP network from the encoder to the gNB, but in our opinion we have to complicate the evaluation by assuming different distribution for now.

	Huawei, HiSilicon
	Agree with FL’s proposal.
Note that the jitter model for multi-stream DL traffic model Option 1 has already been agreed in RAN1#105-e (copied as follows, red part). According the agreement, the jitter model for multi-stream DL traffic model Option 1 is the same jitter model as for single stream. Maybe there is no need to further discuss this issue. 
We support the further clarification for “Option 1A: slice-based model” that all slices or packets belonging to a video frame in DL multi-stream model could have the same jitter value.
Agreement in RAN1#105-e:
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
…
	Two data streams, i.e. M1 = 2
	Option 1A: slice-based
	Option 1B: GOP-based

	
	I-stream
	P-stream
	I-stream
	P-stream

	Packet modelling
	Slice-level
	Frame-level

	Traffic pattern
	Both streams are periodic at 60 fps with the same jitter model as for single stream. 
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.

	…
	…
	…




	Ericsson
	Fine with FL proposal – it would make sense that the different parts of the video stream experiences the same jitter.

	Samsung
	Agree with FL proposal.

	Apple-II
	Thanks to Huawei for providing the RAN1 #105-e agreement. From the reason provided in our first input, even for DL Option 2,  there are two options:
Option 1: for auido/data stream, the same jitter model as for the DL single stream( video stream) can be reused
Option 2: leave it open at this time (do nothing).



FL proposal for clarification on jitter for multi-stream DL traffic model
· For Multi-stream DL Traffic Model Option 1: two streams of I-frame and P-frame for DL video stream, DL multi-stream model follows the jitter model same as that of single stream model. All slices or packets belong to a video frame in DL multi-stream model could have the same jitter value.
· For Multi-stream DL Traffic Model Option 2: video + audio/data, company reports whether/how the jitter is modelled for the second stream (audio/data) of multi-streams DL traffic model has no jitter.


Others
Question 6. Please feel free to discuss topics that are not discussed above. 
	Company
	Comment

	ZTE, Sanechips
	FOV/non-FOV traffic model
From our perspective, conclusions should be made on whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams. Up to RAN1#106-e meeting, Option1 (I-stream/P-stream) and Option 2 (video/data&audio) have been addressed. But Option 3 (FoV/non-FOV stream) has never been discussed.  According to S4aV200640, some critical parameters for FoV/non-FOV modeling, including, e.g., periodicity, bit rate of both two streams, are provided as follows.
	S4aV200640
0. Proposed Model Consideration
0. Content Delivery Setting
According to 3GPP SA4 study work in [A] and [B], the tiled stream approach can be used for VR 360 video delivery. It allows emphasizing the current user viewport through transmitting non-viewport samples with decreased resolution, i.e. selecting the tiles from the viewport at a high-resolution version and the tiles that do not belong to the viewport at a lower resolution. 
.......
0. Simulation Parameters and Options
· Streaming: 
· Types of streaming: video-on-demand
· Frame Setting
· 30fps
......
· Video Encoder configuration
· Codec:H.265/HEVC
· Rate control: VBR
· Tile settings: 42 per frame
· Tiles of FoV Area: 18
· Complexity settings for encoder
· Segment Length: 1.067s
......
· Receiver configuration:
· Buffer size: 3s 
· E2E Downlink Budget:
· 50ms
0. Output traffic characteristics
· Data rate range:
· per tiled streaming: 0.71~1.43 Mbps
· FoV Area Streaming: (0.71~1.43)*18 Mbps
· low-resolution 4K omnidirectional streaming: 6-8Mbps
· Periodical segment request: 1s per request
· Per tiled Segment size range: 8000 ~ 180000 byte
· Low resolution 4K omnidirectional segment size range: 848386~1681920 byte
· Packet size distribution: fixed size as 1500 bytes


In our understanding, highlighted parameters mentioned above can be used for FoV/non-FoV modelling. According to these parameters, we provide two methods for FoV/non-FoV modelling in R1-2108890, which are also copied as below.
	Application
	VR1

	Two Stream Data
	Stream #1: FoV stream
Stream #2: Non-FoV stream

	
	Option 1: Sliced based traffic model
	Option 2: Two separate streams

	Structure
	A frame consists of:
Stream #1: 1 (18 tiles)
Stream #2: 1
	A Group of Tiles consist of:
Stream #1: 18 tiles 
Stream #2: 1

	Frame Per Second
	Stream #1: 30FPS
Stream #2: 30FPS
	Stream #1: 540 tiles per second
Stream #2: 30FPS

	Data Rate
	Stream #1: 12.78 Mbps
Stream #2: 8Mbps
	Stream #1: 12.78Mbps (the aggregated data rate of the 18 tiles within a group of tiles)
Stream #2: 8Mbps

	(PSR, PDB)
	Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)



Obtain a joint power consumption by independently evaluate DL and UL
A simple method for obtaining a joint power consumption by independently evaluate DL and UL power consumption shown below can be considered. 
1. Evaluating DL and UL power consumption independently;
1. Collecting DL and UL slot states respectively;
1. Recombining these slot states in a single timeline;
1. Calculating overall power consumption according to the recombined timeline.

	OPPO
	We show the proof in our contribution (R1-2109101) for inter-frame packet size correlation, based on video files used in SA study. We think whether to assume inter-frame packet size independence or inter-frame packet size correlation would lead to different performance evaluation outcomes, especially when CG is assumed to apply. The two assumptions  may also lead to different evaluation observations in case the real-time traffic information, such as packet size, is transferred to scheduler for any improvement. The basic concern is: if RAN1 does not assume any correlation between adjacent packets, i.e., assuming inter-packet size independence, RAN1 is doing the evaluation likely not compatible to both SA study and general industry assumptions on XR video traffic. 
On the other hand, given RAN1 has only one future meeting left in the Rel-17 time window, it is not our intention to have companies refresh evaluations by taking into account inter-packet correlation. To get a mid-ground, we would like to propose to keep the evaualtion campaign as-is and meanwhile to capature following in the TR: 
The modelling of inter-frame packet size correlation is studied, e.g., in R1-2108213 and R1-2109101. It is understood that the inter-frame packet size correlation can be optionally modeled for XR video traffic.   



List of contributions in RAN1 #106b-e
[1] [bookmark: _Ref72140283]R1-2108735	Traffic model and evaluation methodology for XR and Cloud Gaming	Huawei, HiSilicon
[2] R1-2108890	Remaining Issues on XR Traffic and Evaluation Methodology	ZTE, Sanechips
[3] R1-2109009	Remaining issues on traffic model and EVM for XR	vivo
[4] R1-2109101	Remaining issues on XR traffic model and evaluation methodology	OPPO
[5] R1-2109111	Remaining issues on evaluation methodology	Ericsson
[6] R1-2109198	Remaining issues of XR Evaluation methodology	CATT
[7] R1-2109394	Discussion on remaining issues of evaluation methodology for XR services	Xiaomi
[8] R1-2109520	Remaining issues on evaluation methodology for XR	Samsung
[9] R1-2109552	Remaining issues on evaluation methodology for XR and CG	MediaTek Inc.
[10] R1-2109639	On remaining issues of evaluation methodology for XR	Intel Corporation
[11] R1-2109706	Discussion on evaluation methodology for XR	NTT DOCOMO, INC.
[12] R1-2109738	Development of the Evaluation Methodology for XR Study	Nokia, Nokia Shanghai Bell
[13] R1-2109925	Remaining Issues on XR Evaluation Methodology	InterDigital, Inc.
[14] R1-2109989	Remaining issues on evaluation methodology for XR	LG Electronics
[15] R1-2110061	Remaining issues on XR evaluation methodology	Apple
[16] R1-2110217	Remaining Issues on Evaluation Methodology for XR	Qualcomm Incorporated
Appendix (previous agreements)
RAN1 #103-e
Agreement: XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, (XR conference FFS), CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing

Agreement: Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so thatand the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  

Agreement:
Adopt the following deployment for XR/CG evaluations
· Indoor hotspot: FR1 and FR2
· Detailed definition of Indoor hotspot refers to TR 38.913.
· Channel model: InH. Detailed definition of InH refers to TR 38.901.
· Dense urban: FR1 and FR2
· Detailed deployment refers to TR 38.913, where single layer with Marco layer is assumed.
· Channel model: UMi. Detailed definition of UMi refers to TR 38.901.
FFS: Whether to prioritize FR1 for evaluation.
Note 1: When selecting the deployment and evaluation assumptions for XR/CG evaluations, it is up to company to evaluate FR1 or FR2 or both for the frequency range.
Note 2: It does not mean that all applications are evaluated for all the deployment scenarios.

Agreement:
Urban Macro can be optionally reported for XR/CG evaluations only for FR1.
· FFS: whether Uma is optional or not
· Following parameters can be assumed.
	Parameter
	Proposed value

	
	Urban Macro (FR1)

	Layout
	21cells with wraparound
ISD = 500 m

	BS Tx power
	FR1: 49 dBm/20 MHz



Agreement:
It is to be further discussed how to prioritize the combinations of deployment scenarios and applications after traffic models for each application are stable.

Agreement:
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations

Agreement:
· Adopt the simulation assumptions in table 1 as below
Table 1: Simulation assumptions for XR evaluation (Part 1) (updated)
	Parameter
	Proposed value

	
	Indoor hotspot FR1/FR2
	Dense urban FR1/FR2

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21cells with wraparound
ISD: 200m

	Carrier frequency
	FR1: 4 GHz
FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
FR2: 120 kHz

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS noise figure
	FR1: 5 dB
FR2: 7 dB

	UE noise figure
	FR1: 9 dB
FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic
FFS:Ideal(optional)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	FR1: Omni-directional, 0 dBi,
FR2: UE antenna radiation pattern model 1, 5dBi



Agreement:
Adopt the following UE distribution for XR/CG evaluation for outdoor scenario
· For outdoor scenario:
· FR1: 80% indoor, 20% outdoor
· FR2: 100% outdoor
Other UE distribution can be evaluated optionally.

Agreement:
Adopt the following TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
FFS detailed S slot format
Note: Other TDD configuration or FDD can be optionally evaluated.

Agreement:
Adopt the following BS antenna parameters for indoor scenario for XR/CG evaluation
· FR1:
· 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4)
· (dH, dV) = (0.5, 0.5)λ
· FR2:
· Option 2: 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (16, 8, 2,1,1;1,1)
· (dH, dV) = (0.5, 0.5)λ
Other BS antenna parameters can be optionally evaluated
	
Agreement:
For XR/CG evaluation, adopt the following assumptions for downtilt
· Dense Urban
· FFS: 6 or 12 degree
· Other downtilt can be optionally evaluated.
· Indoor hotspot
· 90° (pointing to the ground)
Other downtilt can be optionally evaluated

Agreement:
· Adopt the simulation assumptions in table 3 as below
Table 3: Simulation assumptions for XR evaluation (Part 3)
	Power control parameter
	Companies should report

	Transmission scheme
	Companies should report, such as Type I/II codebook, rank assumption

	Scheduler
	SU/MU-MIMO PF scheduler (company to report SU or MU),
other scheduler (e.g., delay aware scheduler) is up to companies report

	CSI acquisition
	Realistic
Both CSI feedback and SRS are considered
Companies should report
	CSI feedback delay, CSI report periodicity, whether using CSI quantization, CSI error model or not,
	Assumptions on SRS: periodicity, processing gain, processing delay, etc
	and etc.

	PHY processing delay
	Baseline: UE PDSCH processing Capability #1
Optional: UE PDSCH processing Capability #2

Companies should report gNB processing delay, e.g. DL NACK to retransmission delay, UL previous transmission to current transmission delay and etc.

	PDCCH overhead
	Companies should report

	DMRS overhead
	Companies should report

	Target BLER
	Companies should report

	Max HARQ transmission
	Companies should report



Agreement:
The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available. Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.

Agreement:
System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz (FFS: 200 MHz)
· FFS FR2

Agreement:
For outdoor scenarios, the baseline BS antenna parameters are as follows.
· FFS FR1,
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4)
(dH, dV) = (0.5λ, 0.85λ)
· FR2:
· TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
(dH, dV) = (0.5λ, 0.5λ)
Other configurations can be optionally evaluated.

Agreement:
UE antenna parameters for XR/CG evaluations are as follows
· FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
· FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°

Agreement:
BS Tx power for XR/CG evaluations are as follows
· For Indoor hotspot:
· FR1:
· 24 dBm per 20 MHz
· FR2:
· 23 dBm per 80 MHz. EIRP should not exceed 58 dBm
· For Dense urban:
· FR1:
· 44 dBm per 20 MHz
· FR2:
· 40 dBm per 80 MHz. EIRP should not exceed 73 dBm
For system BW larger than above, Tx power scales up accordingly.

Agreement:
UE max Tx power for XR/CG evaluations are as follows 
· FR1: 23 dBm
· FR2: 23 dBm, maximum EIRP 43 dBm

Agreement: Baseline power evaluation methodology
If UE power consumption is agreed as a KPI for evaluation of XR performance over NR,TR38.840 is the baseline methodology potentially with some modifications if necessary.  RAN1 aim to minimize modeling effort. For example, the following aspects can be considered for further discussion but not limited to.
· FFS whether/how to model UE power consumption for UE tx power other than 0dBm and 23dBm,
· FFS whether/how to model UE power consumption for UL slots that are not defined in TR38.840
· FFS whether/how to model UE power consumption for ‘S’ slot
· FFS whether/how to model UE power consumption for 400MHz in FR2 including scaling rule for FR2 BWP adaption.
· FFS whether/how to model UE consumption for the corresponding number of Tx antennas
· FFS whether/how to model the UE power consumption for UE tx power under FR2
Agreement:
· RAN1 continues to discuss evaluation methodologies for UE power consumption and system capacity.
· RAN1 is to discuss whether/how to study/evaluate mobility and coverage at a later stage, e.g., starting from Q1 2021.

RAN1 #104-e
Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· DL 
· Bitrate for video streaming
· VR/AR: [60 Mbps (mandatory), 30 Mbps (optional)]
· CG: [30 Mbps (mandatory), 45 Mbps (optional)]
· FFS: other optional values 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size, including the possibility of varying packet sizes
· FFS: Packet Inter arrival time including the possibility of modeling jitter 
· UL
· FFS: Bitrate
· FFS: Air interface Packet Delay budget (PDB)
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size
· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)
· FFS additional aspects not addressed above.
· Note 1: Companies are encouraged to provide details such as parameters (e.g., mean, STD, etc.), distributions, etc., by analyzing SA4 input, e.g., V/S/P traces
· Note 2: All FFS points above are to be further discussed in RAN1 #104e


Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 

· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· TBD
· Max packet size
· TBD
· Min packet size
· TBD
· FFS whether or not to use this parameter
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· [bookmark: _Hlk85119290](Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· FFS whether or not to have more than one mandatory value

Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR
· FFS 

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

Agreement: Adopt following update for TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
· Option 2: DDDUU
Detailed S slot format is 10D:2F:2U. Other S slot format(s) can also be optionally evaluated.
Further clarify that for option 2 for FR1/FR2, there is [2]-symbol gap at the end of third “D” slot of  DDDUU.
FFS whether or not to differentiate the two options (e.g., mandatory vs. optional)

Agreement: For XR evaluation, ideal channel estimation can be optionally evaluated.

Agreements: System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz, 2*100 MHz with CA
· FR2
· Option 1: 100 MHz
· Option 2: 400 MHz
Companies should report the CA setting if CA is adopted.
Other system bandwidth can also be optionally evaluated.

Agreements:For outdoor scenarios, the BS antenna parameters are as
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
Company to report the BS antenna parameters for XR/CG evaluation. 
Other BS antenna parameters can also be optionally evaluated.

Agreements:For FR2, UE antenna parameters for XR/CG evaluations are as follows.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°
Company to report the UE antenna parameters for XR/CG evaluation. 
Other UE antenna parameters can also be optionally evaluated.

Agreements: For XR/CG evaluation, adopt following assumptions for BS height for Urban Macro
	Parameter
	Proposed value

	
	Urban Macro (FR1)

	BS height
	25m



Agreements: For Dense urban and Urban Macro, the UE height for indoor UEs is updated as following based on Table 6-1 in TR 36.873.
	
	
	Urban Micro/Macro cell 
with high UE density
(3D-UMi) /(3D-UMa)

	UE height (hUT) in meters
	general equation
	hUT=3(nfl – 1) + 1.5

	
	nfl for outdoor UEs
	1

	
	nfl for indoor UEs
	nfl ~ uniform(1,Nfl) where
Nfl ~ uniform(4,8)



Agreements: At least for XR/CG capacity evaluation, for DL and UL 
· Baseline: DL and UL performances are evaluated independently
· Optional: DL and UL performance are evaluated together 
· FFS details both the baseline and the optional evaluations

Agreements: For Dense urban for XR/CG evaluation, update the agreement in RAN1 #103e for channel model as follows.
· Dense urban: FR1 and FR2
· Channel model: UMi UMa. Detailed definition of UMi UMa refers to TR 38.901.
Agreements: For XR/CG evaluation, adopt 12 degree for downtilt for Dense Urban in FR1.
· Other downtilt value can also be optionally evaluated
Agreements: To facilitate further discussion on evaluation of power saving effect of different power saving schemes, the following references are defined.
· Case 1 (baseline): UE power consumption assuming UE is always ON, i.e., UE is always available for gNB scheduling.
· Case 2 (FFS optional or baseline): UE power consumption assuming Rel-15/16 CDRX configuration
· FFS CDRX configuration details
· Company can also optionally evaluate for other cases, e.g.
· Genie: UE power consumption assuming that UE is in a sleep state (e.g., micro/light/deep sleep as defined in TR38.840) whenever there is neither DL data reception nor UL transmission. From the gNB scheduling perspective, UE is always available for scheduling, i.e., there is no difference from Baseline in gNB scheduling and corresponding UE Tx/Rx. It is noted that Genie is not a power saving scheme but the result may serve as an upper bound of power saving gain of power saving techniques, which may potentially motivate development of new power saving techniques that can approach the Genie performance.
· R15/16/17 power saving techniques for connected mode, e.g., BWP, PDCCH skipping, search space switching, etc.

Decision: As per email posted on Feb 5th,
Agreements: 
UE power consumption (i.e., power saving gain of the evaluated scheme) for XR is evaluated in conjunction with impact on latency, user experience, and capacity.  In this regard, the following table is used to collect results for system level simulation from companies as a starting point. 
· FFS all UEs or only satisfied UEs are included for obtaining the PS gain
Table 1 Evaluation of UE power saving schemes for e.g., {dense urban, AR, FR1}
	Power Saving Scheme
	Power Saving Gain (PSG) compared to Case 1
	#satisfied UEs per cell2 / #UEs per cell3

	
	Baseline
	Optional
	

	
	Mean PS gain
	PS gain of 5%-tile UE in PSG CDF1
	PS gain of 50%-tile UE in PSG CDF1
	PS gain of 95%-tile UE in PSG CDF1
	

	Case 1
	-
	-
	-
	-
	K1 / N

	Case 2
	X1 %
	Y1 %
	Z1 %
	U1%
	K2/ N

	Case X
	X2 %
	Y2 %
	Z2 %
	U2%
	K3 / N

	 
	 
	 
	 
	 
	 


Note 1: CDF of power saving gains of each UE
Note 2: # of satisfied UEs per cell among # of UEs per cell (=N). 
Note 3: # of dropped UEs per cell (=N) that needs to be the same for all power saving schemes to be evaluated.
Note 4: company to provide the detailed simulation assumptions including parameter values for each case, e.g. CDRX parameters
Note 5: company can report one or more power saving gain metrics (i.e. mean PS gain or PS gain of 5%/50%/95%/-tile UE in PSG CDF) for each power saving scheme

Agreements: For UL UE power consumption evaluation for UE with transmit power X [0,23] dBm, adopt the following 
· Option 1 (Baseline): Consider only two Tx power values as defined in TR 38.840 
· Power number is given as A for X= [0, M)dBm and B for X =[M, 23]dBm, where A and B (defined in 38.840) correspond to power consumption numbers for a given uplink slot for 0dBm and 23dBm respectively. 
· M = [20]
· Other value(s) of M can be optionally evaluated
· Companies to provide detailed assumptions on UE power consumption for Tx power values other than 0 and 23 dBm 
· E.g. Power number is given as A for X= [0, 20)dBm and B for X =[20, 23]dBm, where A and B (defined in 38.840) correspond to power consumption numbers for a given uplink slot for 0dBm and 23dBm respectively.
· [bookmark: _Hlk72531456]Option 2 (FFS mandatory or optional): Linear interpolation method in linear scale for Tx power values other than 0 dBm and 23 dBm 
· FFS whether or not to differentiate the two options (e.g., mandatory vs. optional)
· FFS whether or not to consider UE with transmit power less than 0 dBm
RAN1 #104b-e
Agreement: 
· Case 2, i.e. CDRX, is optionally evaluated for UE power consumption evaluation
Agreement:
· For XR power consumption evaluation, CDRX parameters are reported by companies
Agreement:
For UL UE power consumption evaluation, the following is encouraged
· Linear interpolation method in linear scale for Tx power values other than 0 dBm and 23 dBm 
· Companies should indicate how they do linear interpolation method in linear scale considering step-wise linear average of UE power model
· FFS: Further clarifications on linear interpolation method in linear scale considering step-wise linear average of UE power model
· Other methods that can be used for evaluation: Consider only two Tx power values as defined in TR 38.840 
· Power number is given as A for X= [0, M]dBm and B for X =[M, 23]dBm, where A and B (defined in 38.840) correspond to power consumption numbers for a given uplink slot for 0dBm and 23dBm respectively. 
· M = [20]
· Other value(s) of M can be optionally evaluated

From GTW session, confirmed by email posted on April 21st,
Agreement: 
For XR/CG capacity evaluation, when DL and UL performances are evaluated independently, the system capacity for DL capacity and UL capacity are reported respectively. 
· FFS whether/how to determine the joint capacity for DL and UL after companies have submitted evaluation results

Conclusion:
It is up to companies to choose either Option 1 (DDDSU) or Option 2 (DDDUU) for TDD configuration (as per previous agreements) and do the evaluation.

Agreement:
It is up to each company to report the following performance metrics optionally
· Percentage of satisfied UEs
· CDF of packet error ratio 
· CDF of packet latency
· CDF of user-perceived throughput
· Resource utilization
Note: it does not mean all the optional performance metrics will be captured in the TR. How to use these optional reported metrics and whether to capture in the TR can be separate discussion after there are substantial evaluation results.

Agreement: 
For XR power evaluation (including baseline and power saving schemes), companies report both Option 1 and Option 2 results for evaluating the power saving gain.
· Option 1: all UEs are considered
· Option 2: satisfied UEs only are considered

Agreement: 
For XR/CG power consumption evaluation, for DL and UL,
· Option 1: DL and UL performances are evaluated independently. DL and UL power consumption results are collected separately.
· Option 3: DL and UL performances are evaluated together. DL and UL power consumption are counted to obtain the total power consumption
· Companies to report the assumptions for power consumption evaluation

Agreement: 
For XR UE power consumption evaluation
· The same number of UE per cell are used in baseline and power saving schemes, 
· Note: the number of satisfied UEs is reported in the power evaluations (already agreed in RAN1 #104-e).
· Max users/cell at which UE can meet the capacity KPI should be reported for baseline and for different UE PS techniques. 
· Results for other cases (e.g. power savings gain for lightly loaded case) can also be reported optionally.
· The system capacity for each case (e.g. a given number of UE per cell) for evaluating power saving schemes is reported in power evaluation

Conclusion: 
It is up to company to report either equal number of UEs per cell or unequal number of UEs per cell is assumed for capacity evaluation. 
· Note: unequal number of UEs per cell means even average load per cell.

Agreement:
For XR/CG capacity evaluation, a packet is considered as lost when it has exceeded the PDB, such that it will be added to the PER and the data of the packet is discarded.
· It is up to company to report the details for the packet when it has exceeded the PDB, e.g.
· Option 1: The packet exceeding the delay is still delivered to the other side
· Option 2: The packet (including the non-transmitted part) is discarded at the transmitter (at the gNB for DL packets and at the UE for UL packets)
· Other options are not precluded
· Note: This is for the purpose of evaluation

RAN1 #105-e
Agreement
Confirm the 2-symbol gap at the end to third “D” slot of DDDUU for FR1/FR2.
· Applies only for Option 2

Agreement
UE with transmit power less than 0 dBm is considered for power consumption evaluation, adopt option 2 as baseline, i.e. the power model of 0 dBm for UE with transmit power less than 0 dBm.
· Option 1 can be optionally evaluated
· Note: Above is not intended to introduce new power class
Agreement
For FR2, it is up to company to report the UE UL power consumption model.

For companies to further study and if necessary, discuss in RAN1#106-e
(Coverage evaluation methodology) For XR/CG in DL or UL, coverage is defined to be the A-percentile point in CDF of Coupling gain for the “satisfied” UEs, with #UEs per cell = B, for a given XR application (AR/VR/CG) in a given deployment scenario (DU/InH/UMa)
· A = [5], other value can also be reported
· FFS: Value of B, e.g. B = 1, capacity, etc.
· Note: Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
An alternate method could be to use the “traditional” method such as what is used in the CE study/work item.

Agreement 
PDB value of the stream in UL AR aggregating streams of scene, video, data, and audio, i.e., Option 2, Stream 2 in Option 1, and Stream 2 in Option 3. 
· 30ms (baseline), 10/15/60ms (optional)

Agreement
For DL video stream, separate packet arrivals in time for dual-eye buffer can be optionally evaluated, based on the single stream model by doubling the packet arrival rate and halving the packet size compared to the single stream, while all other parameters (e.g., jitter, PDB) are the same as for single stream.  
· For companies who are evaluating separate packet arrivals in time for dual-eye buffer in addition to single stream (baseline), it is recommended to evaluate at least the following scenarios in the table.  It is encouraged to evaluate additional baseline/optional scenarios/configurations.
	Application
	AR/VR 30Mbps
	

	Traffic model
	Single stream for dual-eye buffer
	Separate packet arrival for dual-eye buffer
	

	Data rate (Mbps)
	30
	30
	

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	62500
	31250
	Data rate / FPS / 8 [bytes]

	STD of packet size (Bytes)
	6563
	3281
	10.5% x mean packet size

	Max packet size (Bytes)
	93750
	46875
	150% x mean packet size

	Min packet size (Bytes)
	31250
	15625
	50% x mean packet size

	Packet arrival interval (ms)
	1000/60
	1000/120
	

	PDB (ms)
	10
	



Agreement
When companies are submitting evaluation results to RAN1, it is recommended to submit results at least the following parameters in the below table.
· Note 1: This is only intended to have more results from more companies at least for the corresponding configuration. RAN1 agreements regarding baseline vs. optional for simulation scenarios, configurations, parameters, remain the same.  
· Note 2: Companies are encouraged to submit results for other baseline/optional configurations as much as they can. 
	
	
	Data rate 
[Mbps]
	Packet arrival rate
[fps]
	PDB
[ms]

	DL
	AR/VR
	30
	60
	10

	
	CG
	30
	60
	15

	UL
	VR/CG: Pose/control
	0.2
	250
	10

	
	AR: Option 1 (single stream model)
	10
	60
	30



Agreement
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
· FFS: Parameter values of , A, B, C, D, E, F, G, H 
· Including the possibility of using multiple set of parameter values
· For companies who are evaluating this option, it is recommended to evaluate at least the following scenario: AR/VR, 30Mbps, Dense Urban for FR1 and InH for FR2.  It is encouraged to evaluate additional baseline/optional scenarios/configurations. 
	Two data streams, i.e. M1 = 2
	Option 1A: slice-based
	Option 1B: GOP-based

	
	I-stream
	P-stream
	I-stream
	P-stream

	Packet modelling
	Slice-level
	Frame-level

	Traffic pattern
	Both streams are periodic at 60 fps with the same jitter model as for single stream. 
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.

	Number of packets per stream at a time
	1
	N-1
	I-frame: 1 or 0
P-frame: 0 or 1
At each time instant, there is either only one I-stream packet or only one P-stream packet

	
	N = 8: the number of slices per frame.
	

	Average data rate per stream
	[image: e1]
	[image: e2]
	[image: e3] 
	[image: e4] 

	
	· R: average data rate of a single stream video
· : average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 1.5, 2, 3

	Packet size distribution
	Truncated Gaussian distribution

	
	Mean = [image: e5]
	Mean = [image: e6]
	Mean = [image: e7]
	Mean =  [image: e8]

	
	· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· FPS is the frame rate of the single stream video

	PER, PDB
	[PER_I, PER_P] = [A %, B %]
[PDB_I, PDB_P] = [C ms, D ms]
	[PER_I, PER_P] = [E %, F %]
[PDB_I, PDB_P] = [G ms, H ms]



RAN1 #106-e
Agreement
· For DL multi-stream evaluations, a UE is declared as a satisfied UE if each stream meets the PER and PDB requirements of that stream, i.e., more than a certain percentage of packets are successfully transmitted within a given air interface PDB.

Agreement
For Option 2 (video + audio/data) of evaluation of DL two streams that is an optional evaluation scenario, the audio/data flow is modelled as follows:
· A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30ms (baseline).  Other values can be optionally evaluated. 
· PER: 1% (baseline). Other values, e.g., 0.1%, can be optionally evaluated.

Agreement
For evaluation of separate streams of I-frame and P-frame that is an optional evaluation scenario, 
· The main objective of evaluating this option is to study the impact on capacity from different PDB and PER values for I-frame and P-frame.  
· FFS: Whether to directly compare capacity results (i.e., capacity numbers) for cases with two-stream modelling and those for cases with single-stream modelling. 

Agreement
For evaluation of separate streams of I-frame and P-frame that is an optional evaluation scenario, 
· Alpha value: 2.0 and 1.5, Other values, e.g., 3.0 can be optionally evaluated
· This alpha value assumption applies to both Option 1A (slice-based) and Option 1B (GOP-based) evaluations

Agreement 
For evaluation of separate streams of I-frame and P-frame that is an optional evaluation scenario, 
· RAN1 agree upon the below reference case, while leaving other study cases up to companies. 
· Reference case
· For DL
· [PER_I, PER_P, PDB_I, PDB_P] = [1 %, 1 %, 10ms, 10ms] for AR/VR 
· [PER_I, PER_P, PDB_I, PDB_P] = [1 %, 1 %, 15ms, 15ms] for CG
· For UL AR video streams
· [PER_I, PER_P, PDB_I, PDB_P] = [1 %, 1 %, 30ms, 30ms]

Agreement
Optional methodology 1 for XR coverage evaluation
· For XR/CG in DL or UL, coverage is defined to be the A-percentile point in CDF of coupling gain for the “satisfied” UEs, with #UEs per cell = B, for a given XR application (AR/VR/CG) in a given deployment scenario (DU/InH/UMa)
· A = 5
· B = 1 and/or capacity
· Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
· Note: The evaluation of coupling gain will be impacted by e.g., interference and scheduler mechanism, etc.
Optional methodology 2 for XR coverage evaluation 
· For each drop, 
· Randomly drop only one UE in the entire network (or in all the cells) that is associated with one of the 3 center cells (or gNBs), i.e., only one of the center gNBs is activated.  
· Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
· Run SLS according to capacity evaluation methodology and determine whether the UE is satisfied or not. 
· Definition of the XR coverage
· X %-tile point in the CDF curve of coupling gain for all the satisfied UEs, where X = 5.
Note: It will be further discussed how to capture the result in the TR.
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