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[bookmark: _Ref513464071][bookmark: _Hlk54270378]1 Introduction 
In RAN1#106-e, the following agreements were made related to capacity (for multi-stream evaluations), and coverage evaluations [1]:
	Agreement
· For DL multi-stream evaluations, a UE is declared as a satisfied UE if each stream meets the PER and PDB requirements of that stream, i.e., more than a certain percentage of packets are successfully transmitted within a given air interface PDB.

Agreement
For evaluation of separate streams of I-frame and P-frame that is an optional evaluation scenario, 
· The main objective of evaluating this option is to study the impact on capacity from different PDB and PER values for I-frame and P-frame.  
· FFS: Whether to directly compare capacity results (i.e., capacity numbers) for cases with two-stream modelling and those for cases with single-stream modelling. 
Agreement
Optional methodology 1 for XR coverage evaluation
· For XR/CG in DL or UL, coverage is defined to be the A-percentile point in CDF of coupling gain for the “satisfied” UEs, with #UEs per cell = B, for a given XR application (AR/VR/CG) in a given deployment scenario (DU/InH/UMa)
· A = 5
· B = 1 and/or capacity
· Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
· Note: The evaluation of coupling gain will be impacted by e.g., interference and scheduler mechanism, etc.
Optional methodology 2 for XR coverage evaluation 
· For each drop, 
· Randomly drop only one UE in the entire network (or in all the cells) that is associated with one of the 3 center cells (or gNBs), i.e., only one of the center gNBs is activated.  
· Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
· Run SLS according to capacity evaluation methodology and determine whether the UE is satisfied or not. 
· Definition of the XR coverage
· X %-tile point in the CDF curve of coupling gain for all the satisfied UEs, where X = 5.
Note: It will be further discussed how to capture the result in the TR.


In this contribution, we discuss potential enhancements related to capacity, power consumption, coverage, and mobility that can be considered for supporting XR applications/services in RAN.
2  Discussion
2.1. Capacity enhancements
In the previous meetings, several agreements were made for supporting capacity evaluations for XR applications using multiple streams. The UE is declared as satisfied if each stream associated with the application meets its respective PER and PDB requirements.
The existing per-UE KPI, however, does not consider the synchronization aspects between different streams. Synchronization implies that the PDUs in different streams associated with the same XR application should be delivered within a particular bounded latency or time window. Otherwise, the application function is unable to perform subsequent processing (e.g. rendering) even when the PDUs in one of the streams arrive within their respective PDB.  
For ensuring synchronized delivery of PDUs in all streams, it is useful to consider enhancements of certain mechanisms such as dynamic inter-stream prioritization and link adaptations at the access stratum layers. In this case, the delayed PDUs in certain streams can be dynamically (re)prioritized and delivered with higher priority. Such enhancements are also expected to provide future-proofing when increasing the number of streams with different traffic characteristics and for achieving better capacity. 
Enabling a fully immersive XR experience involves the ability to synchronize and combine data from multiple data sources (e.g. devices/nodes). For example, in an AR scenario where the pose and aggregated video data may be delivered via different forwarding paths (e.g. radio bearers/links) in UL, there is a possibility for the different streams to experience different link conditions and latencies. In this case, supporting coordinated transmission is beneficial for ensuring the data in different streams arrive at network within bounded latency (e.g. maximum inter-stream latency tolerated by the application) and to avoid perception of drift between the streams. 
Observation 1: 	Ensuring synchronized delivery of PDUs in different streams enables satisfying application layer QoS requirements and improving system capacity
Proposal 1: 	RAN1 to study mechanisms to achieve synchronized delivery of PDUs in different traffic streams and from different data sources (e.g. devices/nodes)  associated with the same XR application. 
In some scenarios, when one of the PDUs belonging to an application data unit (ADU) fails to be delivered within the ADU-level PDB and/or PER, it may be beneficial for RAN to drop all the other associated PDUs. The awareness of information such as remaining delay or time-to-live for the PDUs at the scheduler at RAN would also avoid transmission of delayed PDUs which in the end may become stale at the application. For RAN, it may be beneficial to reallocate the resources to other streams or other UEs, and consequently increase the overall system capacity. Supporting such mechanisms require certain enhancements at some access stratum layers to enable QoS differentiation and flexible scheduling of data in UL/DL at different granularities (e.g. per-data stream, per-ADU, per-PDU). 
Observation 2:	Mechanisms for handling XR data streams and QoS at different granularities can improve system capacity
Proposal 2: 	RAN1 to study enhancements that enable flexible scheduling of data (e.g., delay aware scheduling) at different granularities (i.e. per-PDU, per-ADU, per-flow) for the XR traffic streams.
Overhead associated with configured grants (CG) can be substantial when considering variable payload size and jitter for XR traffic. Reconfiguring the parameters of CG based on traffic to be sent in the UL (e.g. via transmission of assistance information to gNB) offers some scheduling flexibility at the cost of increased latency. A semi-static mechanism whereby the UE is configured with multiple CG configurations may offer a reasonable trade-off between latency and scheduling efficiency. For example, this scenario may involve the UE to dynamically indicate to gNB, followed by activation of suitable CG configuration based on the UE’s monitoring of relevant parameters (e.g., number of PDUs per ADU, payload size of PDUs, jitter, etc.). 

Furthermore, unless enhancements are made for CG to accommodate the large and varying packet sizes of XR traffic, the network will likely need to allocate several grants spanning over multiple consecutive slots to deliver all PDUs associated with larger-sized ADUs. In this case, streamlining signaling overhead for multiple resource allocations in an efficient way would be beneficial to achieve capacity gains.

Proposal 3:  	RAN 1 to evaluate CG enhancements tailored to XR traffic with dynamic parameter update while minimizing signalling overhead to improve capacity gains. 
2.2. Power Consumption Enhancements
Existing power saving techniques are not designed for traffic models associated with XR, which are characterized by non-integer periodicity and variable frame rate. On the other hand, the use of discontinuous monitoring for PDCCH during DRX can result in increasing transmission delay beyond that tolerated by the XR applications. This can be overcome by extending the DRX cycles, however, at the cost of achievable power saving gains.
In such scenarios, solutions leveraging on RAN awareness of XR traffic patterns (e.g. burst, aperiodic, periodic with non-integer periodicity) can be considered. For example, the parameters of the CDRX configuration can be dynamically adjusted for varying the ON/OFF durations as well as the DRX start-offsets such that adjusted configuration is aligned with the XR traffic pattern and the overall power saving gains are improved. Another approach is to configure the UE with multiple CDRX configurations which may be associated with different traffic types and/or traffic patterns related to an XR application. In this case, certain rules can be applied such that the UE may transition to sleep mode only during time durations which correspond to the OFF durations for all configured CDRX configurations. Dynamically varying the DRX start-offset for each CDRX configuration can also minimize mismatch between the cycle and arrival interval of XR traffic. This approach would be robust against changes in the XR traffic arrival and jitter while still ensuring power savings to be achieved. 
Observation 3:	Using a suitable CDRX configuration from a set of multiple (pre)configurations (e.g., each associated with a traffic type/patterns) can improve power savings by extending UE sleep duration.
[bookmark: _Hlk79133269]Proposal 4: 	RAN1 to study enhancements for power saving which leverage on awareness of XR traffic patterns for achieving better alignment between XR traffic and CDRX parameters/configurations
[bookmark: _Hlk83972566]In the case when RAN is aware of XR traffic pattern in multi-stream applications, the transmissions of data in UL can be aligned in DL such that they are not performed independent of each other but rather in a synchronized manner for minimizing the number of occasions where the UE needs to wake up. 
Observation 4:	Proper alignment/synchronization of transmissions from multiple streams could provide more opportunities for the XR device to operate in low power mode.
Proposal 5: 	RAN1 to study power saving solutions that take into account data arrival in multiple-streams belonging to an XR application and minimize the number of wake-up occasions.
Power saving enhancements that can be considered for XR should also account for jitter. One straightforward approach is to extend PDCCH monitoring duration by the same amount as the jitter range, at the cost of limited power saving gains. Countering this given the unpredictable nature of jitter implies that RAN awareness of data/traffic types may need to be leveraged. For example, instead of blindly extending PDCCH monitoring durations for every reception, the duration may be extended for transmissions of certain data/traffic types identified to be important (e.g. control data).  
Observation 5:	Blind extension of PDCCH monitoring duration to counter the effect of jitter comes at the cost of limited power saving gains.
[bookmark: _Hlk83972934]Proposal 6: 	RAN1 to study enhancements for improving power savings in the presence of jitter based on awareness of data/traffic type information (e.g. data/traffic-type aware PDCCH monitoring extension).
Due to the amount of processing required, standalone AR devices are likely to consume higher power compared to wirelessly tethered or edge-dependent devices [2]. Depending on the XR application, certain functions/blocks or interfaces in the device can be dynamically powered on/off. This application-dependent dynamic (re)selection of functions and offloading of processing can be more flexible in the case of non-standalone devices, which may be wirelessly tethered to other UE(s) in proximity. Going a step further, the availability of multiple devices/nodes in proximity and different per-device/per-function DRX configurations can be leveraged to improve power efficiency via flexible offloading/relaying of processing among the UEs/nodes.
Observation 6:	A system-level approach may be beneficial when studying power saving enhancements.
Proposal 7: 	RAN 1 to study solutions that leverage on the availability of UEs/nodes in proximity and different per-device/per-function DRX configurations for improving power savings.
2.3. Coverage and Mobility enhancements
Existing coverage and mobility solutions may be inadequate for supporting XR applications such as AR which require satisfying high throughput, low latency and high reliability requirements, irrespective of whether the UE is at cell center/edge or when UE is mobile (e.g. low to medium speed). For such applications, small cells/indoor hotspot deployment and FR2 can be considered for supporting continuous and stable high data rates. However, given the susceptibility to blockages for FR2 links and possible loss in coverage, other enhancements to improve the robustness of the links should be considered. Additionally, early detection from potential radio link failure can ensure link robustness during (re)selection and handover of FR2 links.   
During mobility and/or link (re)selection, it would be necessary to consider certain enhancements for reducing the number of processes and latencies associated with RRC (re)configurations when supporting transmission of XR data streams. 
Proposal 8: 	RAN1 to study enhancements to reduce the latency due to RRC (re)configuration during mobility or link (re)selection when supporting XR data streams.
It is possible that some visual sensing and orientation positioning capabilities in XR devices (e.g. through the XR device sensors) could be leveraged to enhance connectivity maintenance during mobility. For example, the presence of blockages/barriers that could interrupt FR2 connectivity can be detected with the sensors. In these scenarios, preemptive/predictive mechanisms for detecting and indicating measurements to lower layers in UE and RAN can be considered to minimize service interruption. 
Observation 7:	Sensing and positioning capabilities of XR devices can be leveraged to ensure connectivity robustness
Proposal 9: 	RAN1 to study enhancements for increasing the radio link robustness and coverage by leveraging on XR device capabilities (e.g. sensing, orientation positioning).
The use of multiple devices in a UE group (e.g. XR glasses, smartphone) could also facilitate mobility with measurement and sensing at different devices/nodes. Supporting multiple devices serving the same XR application can also be beneficial for improving connectivity robustness both in single Uu connectivity and dual connectivity scenarios. This feature coupled with early identification of new links/beams and detection of potential radio link failures can also be used to provide better coverage and assistance for service continuity during mobility. 
Observation 8:	Assistance from multiple devices/nodes in an XR UE group can be leveraged to improve  coverage and mobility
1. Conclusion
In the previous section, the following observations were made: 
Observation 1: 	Ensuring synchronized delivery of PDUs in different streams enables satisfying application layer QoS requirements and improving system capacity
Observation 2:	Mechanisms for handling XR data streams and QoS at different granularities can improve system capacity
Observation 3:	Using a suitable CDRX configuration from a set of multiple (pre)configurations (e.g., each associated with a traffic type/patterns) can improve power savings by extending UE sleep duration.
Observation 4:	Proper alignment/synchronization of transmissions from multiple streams could provide more opportunities for the XR device to operate in low power mode.
Observation 5:	Blind extension of PDCCH monitoring duration to counter the effect of jitter comes at the cost of limited power saving gains.
Observation 6:	A system-level approach may be beneficial when studying power saving enhancements.
Observation 7:	Sensing and positioning capabilities of XR devices can be leveraged to ensure connectivity robustness
[bookmark: _Hlk83974987]Observation 8:	Assistance from multiple devices/nodes in an XR UE group can be leveraged to improve  coverage and mobility
Based on these observations, the following conclusions were made:
Proposal 1:	RAN1 to study mechanisms to achieve synchronized delivery of PDUs in different traffic streams and from different network locations belonging to the same XR application. 
 Proposal 2:	RAN1 to study enhancements that flexible scheduling of data (e.g., delay aware scheduling) at different granularities (i.e. per-PDU, per-ADU, per-flow) for the XR traffic streams.
Proposal 3:	RAN1 to evaluate CG enhancements tailored to XR traffic with dynamic parameter update while minimizing signaling overhead to improve capacity gains.
 Proposal 4:	RAN1 to study enhancements for power saving which leverage on awareness of XR traffic patterns for achieving better alignment between XR traffic and CDRX parameters/configurations.
 Proposal 5:	RAN1 to study power saving solutions that take into account data arrival in multiple-streams belonging to an XR application and minimize the number of wake-up occasions
Proposal 6:	RAN1 to study enhancements for improving power savings in the presence of jitter based on awareness of data/traffic type information (e.g., data/traffic-type aware PDCCH monitoring extension).
Proposal 7:	RAN1 to study solutions that leverage on the availability of UEs/nodes in proximity and different per-device/per-function DRX configurations for improving power savings.
 Proposal 8:	RAN1 to study enhancements to reduce the latency due to RRC (re)configuration during mobility or link (re)selection when supporting XR data streams.
 Proposal 9:	RAN1 to study enhancements for increasing the radio link robustness and coverage by leveraging on XR device capabilities (e.g. sensing, orientation positioning).
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