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[bookmark: _Ref70953902][bookmark: _Toc84000218]1	Introduction
In this paper, we discuss PDSCH/PUSCH scheduling enhancements and HARQ feedback aspects for the newly introduced SCSs.
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[bookmark: _Ref178064866][bookmark: _Toc84000219]2	Discussion
[bookmark: _Hlk60674478][bookmark: _Toc84000220]2.1	PDSCH/PUSCH scheduling enhancements
In this section we present discussion on the remaining open issues and FFSs for PDSCH/PUSCH scheduling enhancement.
[bookmark: _Toc84000221]2.1.1	UE capability on maximum number of PDSCHs/PUSCHs that can be scheduled by a single DCI
It was agreed at the last meeting that the maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI in Rel-17 is 8 for SCS of 120, 480 and 960 kHz. Furthermore, it is FFS whether UE capability should be introduced on restricting the maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI ([3]).Working assumption:
Scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2-2.
· FFS: Further limitations on maximum number of PDSCHs

Agreement:
· The maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI in Rel-17 is 8 for SCS of 120, 480 and 960 kHz.
· FFS: Whether UE capability is introduced for restricting the maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI


First of all, we think that the working assumption that scheduling multiple PDSCHs by single DL DCI applies to SCS 120 kHz should be confirmed, same as for multi-PUSCH scheduling for SCS 120 kHz in Rel-16. As summarized in the agreement in the above quotation, maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI is 8 for all SCS (i.e, 120, 480 and 960 kHz).
Furthermore, regarding the FFSs high-lighted in the above quotation, we don’t think it is necessary to introduce further limitations on maximum number of PDSCHs/PUSCHs that can be scheduled by a single DCI for lower sub-carrier spacings such as 120 and 480 kHz, because from a UE capability perspective, if it is able to support up to 8 PDSCHs for 960 kHz, there is no reason why the UE is not able to support 8 PDSCHs for 120 and 480 kHz. Furthermore, it complicates scheduling if different UEs have different capabilities.
[bookmark: _Toc84000144]Confirm the working assumption that scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2, with removal of the FFS bullet of further limitations on maximum number of PDSCHs.
[bookmark: _Toc84000145]Do not introduce a UE capability that restricts the maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI. Maximum 8 should be supported for all SCSs.

[bookmark: _Toc84000222]2.1.2	Maximum number of HARQ processes
At the last meeting it was agreed to support 32 as the maximum number of HARQ processes for DL and UL subject to UE capability, same as in the Rel-17 NTN WI. The current working assumption is that the same solution adopted by the Rel-17 NTN WI to support up to 32 HARQ processes should be reused for the Rel-17 60GHz WI. ([3])
Enhancement to HARQ process ID field in various DCI formats
We notice that in the Rel-17 NTN WI it has been agreed that for enhancement on the HARQ process indication, the HARQ process ID field should be extended to 5 bits for DCI 0-1/1-1 when the maximum HARQ processes number is configured as 32. We think the same enhancement should be adopted in the Rel-17 60GHz WI.
For enhancement on the HARQ process indication for DCI 0-0/1-0, currently there are two options being discussed in the Rel-17 NTN WI:
· Option 2: Reusing one bit from other DCI fields
· Option 4: No enhancement
Once the decision is made in the Rel-17 NTN WI, the same approach can be reused in the Rel-17 60GHz WI.
For DCI 0-2/1-2, the size of the HARQ process ID field is specified by RRC configuration (by harq-ProcessNumberSizeDCI-0-2-r16 and harq-ProcessNumberSizeDCI-1-2-r16). To support up to 32 HARQ processes, the maximum value for these parameters can be extended to 5.
[bookmark: _Toc84000126]The HARQ process ID fields in various DCI formats need to be extended to support 32 HARQ processes. The bit field extension can be handled by the on-going work in the Rel-17 NTN WI.

Feedback-disabled HARQ process
The Rel-17 NTN WI has decided to introduce feedback-disabled HARQ processes in the DL. For HARQ processes configured as feedback-disabled, UL HARQ feedback is disabled to avoid stop-and-wait in the HARQ procedure, thus relying on RLC ARQ for data transfer reliability. The Rel-17 NTN WI is currently discussing how this could potentially impact Type-1 and Type-2 HARQ-ACK codebook construction. So far we have not seen any agreements from the Rel-17 NTN WI that would conflict with HARQ-ACK codebook construction for multi-PDSCH scheduling, but the progress on this topic in Rel-17 NTN WI should still be closely monitored. In case the Rel-17 NTN WI comes up any solutions that conflict with the HARQ-ACK codebook enhancement for multi-PDSCH scheduling, we could try to agree in the 60GHz WI that the UE does not expect to be configured with feedback-disabled HARQ process IDs if multi-PDSCH scheduling is configured.
[bookmark: _Toc84000146]Monitor the progress on feedback-disabled HARQ process and its impact on Type-1 and Type-2 HARQ-ACK codebook construction in the Rel-17 NTN WI to capture any potential conflicts with HARQ-ACK codebook enhancement for multi-PDSCH scheduling in the Rel-17 60GHz WI.

[bookmark: _Toc84000223]2.1.3	Maximum gap duration and maximum scheduling time span
Some companies suggested to introduce constrains on duration of scheduling gaps and total time span of multiple PDSCHs/PUSCHs. As far as we understand, the motivation is mainly to avoid multiple PDSCH/PUSCH scheduling with excessive time span that exceeds the coherence time of the radio channel. We agree that the total time span of a multiple PDSCH/PUSCH scheduling should be confined within the coherence time given that only a single MCS is indicated. However, the coherence time is directly related to mobility of the UEs and their surrounding environment. It can be as short as micro-seconds (for very high mobility speed UEs) or as long as seconds (for stationary UEs). Hence it is very difficult (if not impossible) to define a proper limit on the total time span of multiple PDSCH/PUSCH scheduling based on the coherence time simply because it highly depends on the scenario.
In our view, it should be left to the gNB to determine the total time span for a multiple PDSCH/PUSCH scheduling based on knowledge of the radio conditions experienced by the UE. Furthermore, PDSCH/PUSCH occasions are indicated by the corresponding scheduling offset(s) K0/K2 in the configured TDRA table. By limiting the range of configured K0/K2 values, we effectively set a limit on the maximum time span allowed for multiple PDSCH/PUSCH scheduling. Therefore, introducing further constraints on duration of scheduling gaps and total time span of multiple PDSCH/PUSCH scheduling is not necessary and will sacrifice gNB scheduling flexibility.
[bookmark: _Toc84000147]Do not introduce constraints on maximum value of the gap between two consecutively scheduled PDSCHs/PUSCHs or maximum value of the gap between the first and the last scheduled PDSCH/PUSCH other than that inherently provided by the range of K0/K2 value.

[bookmark: _Toc84000224]2.1.4	HARQ process numbering determination
[bookmark: _Hlk83993096]At the last meeting it was agreed that PDSCHs/PUSCHs in a multi-PDSCH/PUSCH scheduling that collide with semi-statically configured UL/DL symbols should be dropped, and the HARQ process number increment is skipped for the PDSCH/PUSCH if such collision happens. ([3])Agreement:
If a scheduled PDSCH/PUSCH is dropped due to collision with UL/DL symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, HARQ process number increment is skipped for the PDSCH/PUSCH and applied only for valid PDSCH(s)/PUSCH(s).
· FFS: HARQ process number determination for the case where a scheduled PDSCH/PUSCH collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated) if the UE is configured to monitor DCI format 2_0.

The FFS identified in the last meeting is to study the case where a symbol is semi-statically configured as 'F' (flexible), and the UE is configured to monitor for DCI format 2_0. There is no issue for HARQ process number increment if the gNB dynamically indicates 'D' (downlink) or 'U' (uplink) in DCI 2_0 and the scheduling DCI schedules multiple PDSCHs or PUSCHs, respectively, since the dynamic SFI does not conflict with the scheduling DCI. This is also true if the DCI 2_0 indicates 'F'. In all of these cases the UE simply follows the scheduling DCI. This is true regardless of whether or not the UE actually detects the DCI 2_0. The logic for incrementing HARQ process numbers is not affected.
The only potential issue for HARQ process number increment is if the gNB dynamically indicates the symbol as 'U' or 'D' that would collide with one of the PDSCHs or PUSCHs scheduled by a single DCI. In other words, the case in question is when the dynamic SFI conflicts with the scheduling DCI. Should it be specified how to handle the HARQ process number increment in this case, considering both when the DCI 2_0 is detected by the UE and if DCI 2_0 is not detected by the UE?
For the case where the DCI 2_0 is detected, the current rules in 38.213 Section 11.1.1 already provide the answer (see below). Essentially, the UE does not expect to detect SFI that conflicts with the scheduling DCI. Hence there is no need to specify that the HARQ process number increment is skipped if there is a collision of a PDSCH / PUSCH with a symbol dynamically indicated as 'U' or 'D', respectively. This is true also for the case that the DCI 2_0 is not detected. Since the gNB shall not dynamically indicate SFI that conflicts with the scheduling DCI in the first place, the UE does not need to alter its logic for deciding on HARQ process number increment.For a set of symbols of a slot, a UE does not expect to detect a DCI format 2_0 with an SFI-index field value indicating the set of symbols of the slot as uplink and to detect a DCI format indicating to the UE to receive PDSCH or CSI-RS in the set of symbols of the slot.
For a set of symbols of a slot, a UE does not expect to detect a DCI format 2_0 with an SFI-index field value indicating the set of symbols in the slot as downlink and to detect a DCI format, a RAR UL grant, fallbackRAR UL grant, or successRAR indicating to the UE to transmit PUSCH, PUCCH, PRACH, or SRS in the set of symbols of the slot. 

Based on this discussion, we propose the following to address the FFS:
[bookmark: _Toc84000148]If the UE is configured to monitor for DCI format 2_0 and one of multiple PDSCH/PUSCH(s) scheduled by a single DCI collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated), the HARQ process number increment is not skipped for that PDSCH/PUSCH.
[bookmark: _Ref83199916][bookmark: _Ref83199928][bookmark: _Toc84000225]2.1.5	Multiple PDSCHs/PUSCHs in a slot in single TRP operation
It has been agreed that for single TRP operation, for 120 kHz SCS, a UE can be scheduled with more than one PDSCH/PUSCH in a slot, by a single DCI or multiple DCIs, subject to its indicated capability. It is FFS in single TRP operation, whether or not multiple PDSCHs/PUSCHs in a slot can be supported for 480 and 960 kHz. ([3])Agreement:
· For single TRP operation, for 480/960 kHz SCS,
· FFS: A UE does not expect to be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· FFS: A UE does not expect to be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· For single TRP operation, for 120 kHz SCS (same as current specification for FR2-1 for PUSCH),
· Subject to UE capability, a UE can be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· Subject to UE capability, a UE can be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· FFS for multi-TRP operation


480 and 960 kHz SCS correspond to slot durations of 31.25 and 15.625 us respectively. For DL and UL transmission with these SCSs, scheduling multiple sub-slot PDSCH/PUSCH transmissions within a slot is not motivated even for URLLC use cases, considering the extremely short slot duration. This proposal is applicable regardless whether multi-PDSCH scheduling is configured or not.
[bookmark: _Toc84000149]In single TRP operation, for 480 and 960 kHz SCS, a UE does not expect to be scheduled with multiple PDSCHs/PUSCHs in a single slot, regardless multi-PDSCH scheduling is configured or not.

[bookmark: _Toc84000226]2.1.6	Multiple PDSCHs in a slot in multiple TRP operation
NR in Rel-16 supports URLLC and NC-JT types of multi-TRP transmission.
For the URLLC case, multi-TRP transmission is configured by the higher layer parameter repetitionScheme for the case of single-DCI. Three different multi-TRP transmission schemes are supported in Rel-16: fdmSchemeA, fdmSchemeB and tdmSchemeA. For any of the URLLC multi-TRP transmission schemes, two (same or different) redundancy versions of the same PDSCH codeword are transmitted within one slot in an FDM or TDM manner, with each redundancy version from one of the TRPs. In this way, the URLLC multi-TRP transmission schemes utilize spatial diversity to improve the reliability of the transmission and reduce re-transmission latency in the URLLC use cases. At least the reliability aspects are quite beneficial for NR operation beyond 52.6 GHz.
For the NC-JT case, multiple MIMO layers are transmitted to a UE from two TRPs, with each layer only mapped to one of the TRPs. Two different NC-JT schemes are specified in Rel-16: single-DCI and multi-DCI. For single-DCI, the multiple MIMO layers correspond to a single PDSCH scheduled by a single DCI. For multi-DCI, two separate PDSCHs are scheduled by two different DCIs each from a different TRP. For NR operation beyond 52.6 GHz, NC-JT can improve UE data throughput by spatial multiplexing, especially for UE equipped with multiple antenna panels and in low system load scenario.
From the above description on various multi-TRP transmission schemes, it can be observed that multi-TRP transmission doesn’t imply that the UE receives multiple PDSCHs in a single slot from the same TRP. Hence, due to the extremely short slot duration for 480 and 960 kHz SCS, we propose not to support scheduling multiple sub-slot PDSCHs within a slot from the same TRP even in multiple TRP operation. This proposal is applicable regardless multi-PDSCH scheduling is configured or not.
[bookmark: _Toc84000150]In multiple TRP operation, for 480 and 960 kHz SCS, a UE does not expect to be scheduled with multiple PDSCHs in a single slot from the same TRP, regardless multi-PDSCH scheduling is configured or not.
[bookmark: _Toc84000151]Note: this does not preclude a UE being scheduled with two PDSCHs in the same slot from two different TRPs for the multi-DCI based NC-JT scenario.


[bookmark: _Toc84000227][bookmark: _Toc79075381]2.1.7	Multi-PDSCH/PUSCH scheduling and legacy PDSCH/PUSCH repetition
For NR operation beyond 52.6 GHz in Rel-17, the potential combination of PXSCH repetition and multi-PXSCH scheduling was discussed and the following agreement was made in RAN1#104bis-e.Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.

In this agreement, we observe in the note that legacy PDSCH/PUSCH slot aggregation/repetition is not precluded in Rel-17. We agree that legacy PDSCH/PUSCH slot aggregation/repetition should be supported, at least when such aggregation/repetition is configured alone, i.e., not simultaneously with multi-PDSCH/PUSCH scheduling. Indeed, PDSCH/PUSCH aggregation/repetition can be useful also for URLLC use cases in NR operation beyond 52.6 GHz.
We believe that the intention of the above agreement was to preclude the simultaneous configuration of multi-PXSCH scheduling and PXSCH repetition; however, we think that there is still some ambiguity, part of it related to the highlighted text N > 1. Consider the case where the TDRA table contains one or more rows with a single SLIV and one or more rows with multiple SLIVs. Following the logic of the highlighted bullets in the above agreement, it seems that it would be allowed to schedule a single PXSCH (by indicating a row with a single SLIV) where the corresponding single TB (N = 1) is mapped over multiple slots by repetition, either by configuration of the parameter repetitionNumber-r16 / numberOfRepetitions-r16 within the TDRA table (for PDSCH/PUSCH) or by separate configuration of the parameter pdsch-AggregationFactor / pusch-AggreggationFactor.
In Rel-16 for multi-PUSCH this was not allowed (see extract from 38.214 and 38.331 below) since it complicates the TDRA table design. According to the below specification extracts, a TDRA table that includes a row with one or more SLIVs cannot also be configured with numberOfRepetitions, and the UE also does not expect to be configured with pusch-AggregationFactor. If PUSCH repetition is needed, then a separate TDRA table with only single SLIV for all rows can be configured. We think the same principle should be adopted for Rel-17 for both multi-PUSCH and multi-PDSCH. To follow the same principle as Rel-16 and avoid complications in TDRA table design, we propose the following which removes the ambiguity from the above agreement. Note that this proposal is limited to single-TRP. Multi-TRP intra-slot repetition for URLLC use cases (i.e., by configuration of repetitionScheme = 'tdmSchemeA') does not impact TDRA table design; hence we see no reason to preclude that in the context of multi-PDSCH scheduling.
[bookmark: _Toc84000152]If the UE is configured with a TDRA table in which one or more rows contains multiple SLIVs, the UE is not expected to be configured with legacy single TRP PDSCH/PUSCH repetition. Legacy single-TRP repetition refers to either Rel-15 repetition through configuration of pdsch-AggregationFactor / pusch-AggregationFactor, or Rel-16 repetition through configuration of repetitionNumber / numberOfRepetitions within the TDRA table.From 38.214 Section 6.1.2.1:
If a UE is configured with higher layer parameter pusch-TimeDomainAllocationListForMultiPUSCH, the UE does not expect to be configured with pusch-AggregationFactor.

From 38.331 (Within IE PUSCH-TimeDomainResourceAllocation):
PUSCH-Allocation-r16 ::=  SEQUENCE {
   	mappingType-r16          ENUMERATED {typeA, typeB} OPTIONAL,   -- Cond NotFormat01-02-Or-TypeA
   	startSymbolAndLength-r16 INTEGER (0..127)          OPTIONAL,   -- Cond NotFormat01-02-Or-TypeA
    startSymbol-r16          INTEGER (0..13)           OPTIONAL,   -- Cond RepTypeB
    length-r16               INTEGER (1..14)           OPTIONAL,   -- Cond RepTypeB
    numberOfRepetitions-r16  ENUMERATED {n1, n2, n3, n4, n7, n8, n12, n16} OPTIONAL,   -- Cond Format01-02
    ...
}

Conditional Presence
Explanation
Format01-02
In pusch-TimeDomainAllocationListForMultiPUSCH-r16, the field is absent.
In pusch-TimeDomainAllocationListDCI-0-1 and in pusch-TimeDomainAllocationListDCI-0-2, the field is mandatory present.



[bookmark: _Toc84000228]2.1.8	Frequency domain resource allocation aspects
It is obvious that NR operation in frequency bands above 52.6 GHz will be characterized by directional transmission and reception from usage of large antenna array to achieve reasonable radio performance. When analog beamforming is used, a transmitter or a receiver can only form its beam in one direction at a given time instance. Frequency domain resource multiplexing among different UEs is often not possible especially when the beam becomes narrower as the antenna array size increases in higher frequency bands. Hence, in higher frequency bands, it doesn’t give as much benefit to support frequency resource allocation in as fine a granularity as in the lower frequency bands.
Since the frequency domain resource allocation (FDRA) field in the DL/UL DCI formats accounts for a significant part of the total DCI sizes, adopting a more coarse frequency domain resource allocation granularity can help to reduce the FDRA field size and hence improve PDCCH coverage.
Table 1 lists the Nominal RBG size P and the corresponding number of FDRA bits for Resource Allocation Type 0 in a DL or UL DCI format. Configuration 1 and 2 are defined in the current specs. The maximum RBG size is limited to 16 RBs. We add a third RBG configuration (Configuration 3) in the table to illustrate how the size of the FDRA field in DCI can be greatly reduced with increased RBG size. For Configuration 3 we consider two possible options for P and the corresponding FDRA size. The two options are separated by ‘/’. One can see that with P = 64 RBs, only 5 bits are needed to indicate frequency domain resource allocation in a BWP of 275 RBs.
[bookmark: _Ref60955672]Table 2: Normal RBG size (P) and FDRA field size, Resource Allocation Type 0
	Bandwidth Part Size
	Configuration 1
	Configuration 2
	Configuration 3

	
	P
	FDRA size
	P
	FDRA size
	P
	FDRA size

	1 – 36
	2
	18
	4
	9
	4/8
	9/5

	37 – 72
	4
	18
	8
	9
	8/16
	9/5

	73 – 144
	8
	18
	16
	9
	16/32
	9/5

	145 – 275
	16
	18
	16
	18
	32/64
	9/5



FDRA field size for Resource Allocation Type 1 is determined by the Resource Allocation Granularity (P) together with BWP size. Current specification specifies P value of 1,2,4,8 and 16 RBs for DCI format 0_2 and 1_2. For the other DL/UL DCI formats the P value is implicitly set to 1. To reduce the FDRA granularity and DCI size used for multi-PUSCH/PDSCH scheduling, P values other than 1 can be also specified for DCI format 0_1 and 1_1. Table 2 tabulates the P values and the corresponding FDRA field sizes assuming maximum BWP size. If the P value could be further extended to 32 RBs, the corresponding FDRA field size could be reduced to 6 bits.
[bookmark: _Ref60993953]Table 3: Resource Allocation Granularity (P) and FDRA field size, Resource Allocation Type 1
	Resource Allocation Granularity (P)
	FDRA size (BWP size = 275)

	1
	16

	2
	14

	4
	12

	8
	10

	16
	8

	32
	6



[bookmark: _Toc84000153]Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
[bookmark: _Toc84000154]Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.

[bookmark: _Toc84000229]2.1.9	CBG-based (re)transmission
In RAN1#105-e, the common view amongst most companies was that CBG (re)transmission should not be used when multiple PDSCH/PUSCH are scheduled. For the UL, it was agreed that for 120 kHz SCS, CBG (re)transmission may be indicated when a single PUSCH is scheduled by DCI format 0_1 when multi-PUSCH scheduling is configured (i.e., same behavior as multi-PUSCH in Rel-16). This can occur if the TDRA table that includes multiple SLIVs for one or more rows also includes one or more rows with only a single SLIV, and a row with single SLIV is indicated in DCI 0_1.Agreement:
· At least for 120 kHz SCS, for a DCI that can schedule multiple PUSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs,
· If CBG-based (re)transmission is configured, CBGTI field is not present when more than one PUSCHs are scheduled, but is present when a single PUSCH is scheduled, as in Rel-16.
· FFS:
· For 480/960 kHz SCS, whether to apply the same behavior with 120 kHz SCS or not to support CBGTI field configuration in the DCI that can schedule multiple PUSCHs
· For a DCI that can schedule multiple PDSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs, whether/how to configure CBGTI/CBGFI fields


The remaining question is that for larger SCSs (480/960 kHz), whether CBG (re)transmission can be indicated when a single PUSCH is scheduled by DCI format 0_1 when multi-PUSCH scheduling is configured. While for the DL, it is still open for discussion whether CBG (re)transmission can be indicated when a single PDSCH is scheduled by DCI format 1_1 when multi-PDSCH scheduling is configured for all SCSs (120/480/960 kHz).
As was discussed in the last meeting, the usefulness of CBG transmission is limited to scenarios only with significant time selective fading across the number of scheduled CBGs within the transmission duration. This is typically only relevant to NR operation in lower frequency spectrum with relatively smaller SCS (and hence longer slot duration), such as FR1 with 15 kHz SCS. For the short slots used in FR2 it is not likely that there will be much, if any, time variation of the channel across the scheduled CBGs. Hence, typically, either all CBGs succeed, or all fail, thus removing any potential benefit of CBG based (re)-transmission. Therefore, in our view, enabling CBG (re)transmission for NR operation in FR2 increases the technical complexity while doesn’t bring any benefit.
It is important to note that the on-going discussion on sub-codebook design for dynamic HARQ-ACK codebook enhancement when CBG operation is configured (see Section 2.2.2.1) can have direct impact on this discussion on whether to support CBG-based transmission for multi-PDSCH scheduling. More specifically, if Option 3 (i.e., UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group) is agreed, then simultaneous configuration of multi-PDSCH and CBG operation on the same carrier will not be allowed, and the discussion on whether to support CBG-based transmission for multi-PDSCH scheduling is not needed at all. Therefore, we propose to postpone the discussion until the sub-codebook design for dynamic HARQ-ACK codebook enhancement is concluded.
[bookmark: _Toc84000155]The discussion on whether to support CBG-based transmission for multi-PDSCH scheduling should be postponed until the on-going discussion on sub-codebook design for dynamic HARQ-ACK codebook enhancement is concluded.

For multi-PUSCH scheduling with 480 and 960 kHz, we don’t think CBG-based transmission should be configured, regardless of whether single or multiple PUSCHs are scheduled by a DCI. 
[bookmark: _Toc74207478][bookmark: _Toc84000156]For 480/960 kHz SCS, for a DCI that can schedule single and/or multiple PUSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI and CBGFI fields are not present.

[bookmark: _Toc84000230]2.1.10	Frequency hopping
Another FFS from RAN1#104-e is to specify whether and how to support frequency hopping for multi-PUSCH scheduling in Rel-17.
Frequency hopping is supported in Rel-15/16 for PUSCH with uplink resource allocation Type 1 (i.e., contiguous frequency domain resource allocation) to achieve frequency diversity. Frequency hopping is semi-statically configured in RRC and dynamically enabled/disabled by the scheduling DCI. Two frequency hopping modes are supported: intra- and inter-slot hopping. Intra-slot hopping is supported for the following three schemes and inter-slot hopping for the latter two:
· single-slot PUSCH
· multi-slot PUSCH (Type A and B repetition)
· multi-PUSCH scheduling with a single DCI
In Rel-16 frequency hopping for multiple PUSCHs scheduled by a single DCI was not explicitly discussed and addressed when multi-PUSCH scheduling was being standardized. According to Clause 6.1.2.1 in TS 38.214 (v16.5.0), multi-PUSCH should be categorised as PUSCH repetition Type A.for PUSCH scheduled by DCI format 0_1, if pusch-RepTypeIndicatorDCI-0-1  is set to 'pusch-RepTypeB', the UE applies PUSCH repetition Type B procedure when determining the time domain resource allocation. For PUSCH scheduled by DCI format 0_2, if pusch-RepTypeIndicatorDCI-0-2 is set to 'pusch-RepTypeB', the UE applies PUSCH repetition Type B procedure when determining the time domain resource allocation. Otherwise, the UE applies PUSCH repetition Type A procedure when determining the time domain resource allocation for PUSCH scheduled by PDCCH.

In Clause 6.3.1 in TS 38.214 (v16.5.0) frequency hopping for PUSCH repetition Type A is specified as below. The question is that whether multiple PUSCHs scheduled by a single DCI should be categorized as "single slot" or "multi-slot" PUSCH transmission. For the former only intra-slot FH is applicable, while for the latter both intra-slot and inter-slot are supported. Our understanding is that multiple PUSCH scheduled by a single DCI are essentially multiple single-slot PUSCHs in which a TB is confined within a single slot. In this sense we believe that multiple PUSCHs scheduled by a single DCI should fall into the category of single slot PUSCH. If this interpretation of the specs is correct, only intra-slot FH is applicable to multi-PUSCH scheduling in Rel-16.For PUSCH repetition Type A (as determined according to procedures defined in Clause 6.1.2.1 for scheduled PUSCH, or Clause 6.1.2.3 for configured PUSCH), a UE is configured for frequency hopping by the higher layer parameter frequencyHoppingDCI-0-2 in pusch-Config for PUSCH transmission scheduled by DCI format 0_2, and by frequencyHopping provided in pusch-Config for PUSCH transmission scheduled by a DCI format other than 0_2, and by frequencyHopping provided in configuredGrantConfig for configured PUSCH transmission. One of two frequency hopping modes can be configured:
-	Intra-slot frequency hopping, applicable to single slot and multi-slot PUSCH transmission.
-	Inter-slot frequency hopping, applicable to multi-slot PUSCH transmission.
In case of resource allocation type 2, the UE transmits PUSCH without frequency hopping.



In RAN1#106-e, we submitted a CR to NR Rel-16 maintenance WI to resolve the ambiguity mentioned above regarding FH for multi-PUSCH scheduling in the current spec ([9]). The issue was discussed at RAN1#106-e under Rel-16 maintenance WI, but not concluded due to a potential issue regarding channel access on a wideband (>20 MHz) carrier in unlicensed spectrum. The discussion will most likely continue in RAN1#107 when Rel-16 maintenance is discussed again.
For multi-PUSCH scheduling in Rel-17, frequency hopping is beneficial to achieve frequency diversity for some use cases and hence should not be precluded, even in unlicensed spectrum. One important use case is URLLC in unlicensed spectrum. The aforementioned ambiguity in the Rel-16 specs regarding frequency hopping in multi-PUSCH scheduling should be resolved in the Rel-16 maintenance WI. Whatever agreement achieved there should be naturally carried over to Rel-17.
[bookmark: _Toc84000127]For multi-PUSCH scheduling in Rel-17, frequency hopping is beneficial to achieve frequency diversity for some use cases, even in unlicensed spectrum, and hence should not be precluded.
[bookmark: _Toc84000157]After the aforementioned ambiguity is resolved in the Rel-16 maintenance WI, frequency hopping schemes for multi-PUSCH scheduling in Rel-16 should be carried over to multi-PUSCH scheduling in Rel-17.
[bookmark: _Toc74928275][bookmark: _Toc74928367]
[bookmark: _Toc84000231]2.1.11	2nd transport block for PDSCH
At the last meeting the working assumption was reached that two codeword transmission is supported and subject to UE capability indication and RRC configuration. There are two FFSs left to be resolved:
· FFS: Details on signaling of MCS/NDI/RV for the second TB in a DCI that can schedule multiple PDSCHs when two codeword transmission is enabled
· FFS: Whether unified or separate parameter to enable/disable 2-TB for single and for multiple PDSCH scheduling

For the first FFS, for a multi-PDSCH scheduling DCI that includes MCS/NDI/RV fields for the second TB, we think the MCS/NDI/RV fields should be signaled in the same way as the corresponding fields for the first TB. We don't think that optimization of overhead is needed, especially since whether or not the 2nd TB is used is configurable.
[bookmark: _Toc84000158]For a DCI that can schedule multiple PDSCHs, if the MCS/NDI/RV fields for the second TB is present in the DCI, they are signalled in the same way as for the corresponding fields for the first TB.

For the second FFS, we think it is sufficient to reuse the legacy RRC configuration parameter (maxNrofCodeWordsScheduledByDCI) to enable/disable 2-TB transmission for multi-PDSCH scheduling in Rel-17.
[bookmark: _Toc84000159]Reuse the legacy RRC configuration parameter (maxNrofCodeWordsScheduledByDCI) to enable/disable 2-TB transmission for multi-PDSCH scheduling in Rel-17. 

[bookmark: _Toc84000232]2.1.12	Timing parameters related to multiple PDSCH/PUSCH scheduling
In this section we discuss some scheduling timing parameters, i.e., the PDSCH scheduling offset K0, the PDSCH HARQ feedback delay K1, and the PUSCH scheduling offset K2, in the context of multi-PDSCH/PUSCH scheduling in NR operation beyond 52.6 GHz. Figure 1 gives a DL and a UL data scheduling example to illustrate these timing parameters in multi-PDSCH/PUSCH scheduling, with separate K0/K2 value indicated for each PDSCH/PUSCH, and with K0/K1/K2 values defined in number of slots, as agreed in the last meeting.
[image: ] 
[bookmark: _Ref61355312]Figure 1: K0, K1 and K2 in multi-PDSCH/PUSCH scheduling

PDSCH scheduling offset (K0)
PDSCH scheduling offset (K0) is the slot offset between a scheduling DCI and the scheduled PDSCH. K0 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. The current RRC specification defines PDSCH scheduling offset K0 up to 32 slots.
According to the latest agreement, a separate K0 is specified for each PDSCH in a multi-PDSCH TDRA table. Therefore, the range of K0 value needs to large enough to cover the last PDSCH in a multi-PDSCH scheduling. Considering the maximum number of PDSCHs in a multi-PDSCH scheduling is 8 and potential scheduling gaps in between the PDSCHs, the range of K0 needs to be increased.
Furthermore, the latency for potential beam switching between PDCCH and PDSCH reception also needs to be considered when determining the range of K0 value for NR operation beyond 52.6 GHz. In FR2-1 for 120 kHz SCS, the minimum number of OFDM symbols required by the UE to perform PDCCH reception and applying spatial QCL information received in DCI for PDSCH processing, i.e., timeDurationForQCL, is 14 or 28 symbols. It has been agreed in the beam management AI that for FR2-2 in Rel-17 timeDurationForQCL for 480 and 960 kHz SCS should be scaled by 4 and 8 times based on the values for 120 kHz SCS, respectively. With that agreement, timeDurationForQCL can be as long as 4 and 8 slots for 480 kHz SCS and 8 and 16 slots for 960 kHz SCS. In this end the range of K0 also needs to be increased to cover the excessive beam switching time in number of OFDM symbols or slots with large SCS.
The current RRC specification defines range of K0 from 0 up to 32 slots, which, in our view, is not sufficient for multi-PDSCH scheduling. Considering the worst scenarios with 960 kHz SCS, the maximum value for K0 needs to be increased to at least 64 slots. 
[bookmark: _Toc84000160]Increase the maximum value for K0 to 64 slots at least for SCS 480 and 960 kHz to support multi-PDSCH scheduling.

PDSCH-to-HARQ_feedback delay (K1)
PDSCH-to-HARQ_feedback timing indicator in a DL DCI indicates to the UE the HARQ feedback transmission delay (K1) from the ending slot of the scheduled PDSCH to the slot for PUCCH transmission. PDSCH-to-HARQ_feedback timing indicator either directly indicates HARQ feedback delay K1 in slots (1 to 8 slots) as for DCI Format 1_0, or map to values for a set of number of slots provided by dl-DataToUL-ACK or dl-DataToUL-ACKForDCIFormat1_2 as for DCI Format 1_1 and 1_2 respectively. The current RRC specification defines HARQ feedback delay K1 up to 15 slots.
It has been agreed that, for a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI can be multiplexed in a single PUCCH/PUSCH in a slot that is determined based on K1, where K1 indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
The range of K1 is determined by the PDSCH processing latency (Tproc,1) plus some extra margin to allow flexible PUCCH scheduling, and Tproc,1 is in turn determined by the PDSCH decoding time (N1) to a large extent. In the last meeting it was agreed that for 480 and 960 kHz SCS N1 at least includes the values of that for 120 kHz SCS scaled up by 4X and 8X respectively. For example, N1 for 960 kHz SCS can be as long as 192 OFDM symbols (14 slots) according to the latest agreement. The maximum value of K1 needs to be increased to cope with the large N1 values for 480 and 960 kHz SCS. 
Furthermore, PUCCH scheduling flexibility also needs be considered when determining the range for K1. Considering the fact that the DL/UL switching time doesn’t scale with the SCS, a DL/UL switching consumes more time resource in terms of OFDM symbols for a network with larger SCS. For this reason, a network with large SCS might want to employ similar TDD patterns in absolute time as the ones used in a 120 kHz SCS network to avoid frequent DL/UL switching. In this case the time interval between two consecutive UL assignments can be quite long in number of slots. For instance, a typical 4-1 TDD pattern (i.e., 4 DL slots and 1 UL slot) at 120 kHz SCS implies 40 slots between two consecutive UL assignment at 960 kHz SCS. The maximum value for K1 needs to be larger than 40 slots plus the PDSCH processing time (Tproc,1) to allow decent scheduling flexibility for PUCCH, as demonstrated by the example in Figure 2. For more downlink-centric TDD patterns the time interval between two consecutive UL assignments can be even longer, implying an even larger K1 value is required.


[bookmark: _Ref83892193]Figure 2: Example of PUCCH scheduling for TDD pattern 4-1
Therefore, we propose to increase the maximum number for K1 to 128 slots at least for 480 and 960 kHz SCS.
[bookmark: _Toc84000161]Increase the maximum value for K1 to 128 slots at least for SCS 480 and 960 kHz to support multi-PDSCH scheduling for non-fallback DCI.
In the current specs, for DCI format 1_0, the 3-bit PDSCH-to-HARQ_feedback timing indicator directly indicates the K1 value in slots (from 1 to 8). Even though DCI format 1_0 is not supposed to schedule multiple PDSCHs, the range for K1 still needs to be increased to cope with the short slot duration inherent with large SCS. However, the PDSCH-to-HARQ_feedback timing indicator in the fallback DCI can only support K1 value up to 8 slots if the direct mapping to number of slots is retained, which is far less than the required maximum K1 value. As stated above, the processing time N1 is 14 slots for 960 kHz. Obviously, the direct mapping from the signalled value to the number of slots will not work for 480 and 960 kHz.
There can be two alternative solutions to this problem:
· Alternative 1: The K1 value in slot is directly indicated by the PDSCH-to-HARQ_feedback timing indicator field value in DCI format 1_0, scaled by 4 and 8 for 480 and 960 kHz SCS respectively.
· Alternative 2: Re-use the K1 signalling mechanism for DCI format 1_1/1_2 to DCI format 1_0. That is, the PDSCH-to-HARQ_feedback timing indicator field value in DCI format 1_0 maps to a value in a pre-defined set of number of slots.
Alternative 1 re-use the current K1 signalling scheme for DCI format 1_0 with minimum specification update. However, the drawback is that K1 can only be a multiple time of 4 and 8 slots for 480 and 960 kHz SCS respectively, which imposes a scheduling constrain on the gNB.
In Alternative 2 K1 can take any values in the pre-defined set of number of slots. Because DCI format 1_0 needs to be used before RRC configuration is provided to the UE, the aforementioned set of number of slots should either be defined in the specification or included in the system information broadcasting such as SIB1, or via LTE signalling in an NSA scenario. Considering the large dynamic range for the K1 value (from a few slots to more than 100 slots) while there are only 8 code-points with the 3-bits PDSCH-to-HARQ_feedback timing indicator field, Alternative 2 also imposes certain scheduling constrain on the gNB.
Even though both alternatives introduce some sorts of scheduling constrain, we think Alternative 1 is a better choice for sake of technical simplicity and minimum specs impact.
[bookmark: _Toc84000162]For PDSCH scheduled by fallback DCI, the K1 value in number of slots is directly indicated by the PDSCH-to-HARQ_feedback timing indicator field value, scaled by 4 and 8 for 480 and 960 kHz SCS respectively


PUSCH scheduling offset (K2)
PUSCH scheduling offset (K2) is defined as the slot offset from the scheduling DCI to the slot for PUSCH transmission. K2 is embedded in Time Domain Resource Allocation (TDRA) indicated by the scheduling DCI. The current RRC specification defines PUSCH scheduling offset K2 up to 32 slots.
First of all, K2 by definition needs to be larger than the PUSCH preparation time. The PUSCH preparation time (N2) for 960 kHz SCS can be up to 288 OFDM symbols (21 slots), according to the latest agreement on UE processing timeline. That is to say, the PUSCH preparation time by itself can account for a large portion of the current K2 range. Moreover, according to the agreement from the last meeting, a separate K2 is specified for each PUSCH in a multi-PUSCH TDRA table. The range of K2 value needs to be large enough to cover the last PUSCH in a multi-PUSCH scheduling. Considering the maximum number of PUSCHs in a multi-PUSCH scheduling is 8 with potential slot-level scheduling gaps in between the PUSCHs, and also considering the long PUSCH preparation time in terms of slot, the large time span of multi-PUSCH scheduling and the requirement for PUSCH scheduling flexibility, the current range for K2 needs to be increased. Therefore, we propose to increase the maximum number for K2 to 128 slots at least for 480 and 960 kHz SCS.
[bookmark: _Toc84000163]Increase the maximum value for K2 to 128 slots at least for SCS 480 and 960 kHz to support multi-PUSCH scheduling.


[bookmark: _Ref74260091][bookmark: _Toc84000233]2.2	HARQ feedback aspects
[bookmark: _Toc84000234]2.2.1	Semi-static codebook enhancement
At RAN1#106-e the following agreement was reached regarding semi-static codebook enhancement for multi-PDSCH scheduling:
Agreement:
· For single TRP operation, for 480/960 kHz SCS,
· FFS: A UE does not expect to be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· FFS: A UE does not expect to be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· For single TRP operation, for 120 kHz SCS (same as current specification for FR2-1 for PUSCH),
· Subject to UE capability, a UE can be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· Subject to UE capability, a UE can be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· FFS for multi-TRP operation
· Note: The optimization of HARQ codebook size for Type 1 or Type 2 codebook design is considered as a low priority in Rel-17 (this does not preclude HARQ ACK bundling in time domain).
· The agreement made in RAN1#105-e is revised as follows.
Agreement: (RAN1#105-e)
For enhancements of generating type-1 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the set of candidate PDSCH reception occasions corresponding to a UL slot with HARQ-ACK transmission is determined based on a set of DL slots and a set of SLIVs corresponding to each DL slot belonging to the set of DL slots.
· The set of DL slots contains all the unique DL slots determined by considering all combinations of the configured K1 values and the configured rows of the TDRA tablethat can be scheduled by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· The set of SLIVs corresponding to a DL slot (belonging to the set of DL slots) at least includecontains all the SLIVs for that slot determined by considering all combinations of the configured K1 values and the configured rows of the TDRA tablethat can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· The Rel-16 procedure is reused for determining the candidate PDSCH reception occasions for the set of SLIVs corresponding to each DL slot belonging to the set of DL slots
· Note: The Rel-16 procedure already handles pruning of multiple SLIVs corresponding to a DL slot, for both UEs that are and are not capable of receiving multiple PDSCHs per slot
· FFS: details of further pruning of the set of SLIVs
· FFS: impact if receiving more than one PDSCH in a slot is allowed, e.g., handling of overlapped SLIVs from different rows in the same and different DL slot
· FFS impact of time domain bundling, if supported


[bookmark: _Hlk71296366]
The remaining open issues on semi-static codebook enhancement, as summarized in the above agreement, are:
For 480/960 kHz SCS, whether or not a UE support multiple PDSCHs in a single slot, by a single DCI or multiple DCIs, and its impact on semi-static codebook
Time domain bundling, if supported, impact on semi-static codebook

For the first open issue, in Section 2.1.5 and 2.1.6 we presented our view on multiple PDSCHs scheduled in a single slot. Regarding the impact on semi-static codebook, as indicated in the above agreement, “the Rel-16 procedure already handles pruning of multiple SLIVs corresponding to a DL slot, for both UEs that are and are not capable of receiving multiple PDSCHs per slot”. With this observation, we can conclude that the agreed semi-static codebook enhancement can handle multiple PDSCHs in a single slot, and hence not impacted by the decision on whether to support multiple PDSCHs in a single slot, at least for the single TRP transmission scenario.
For the multiple TRP transmission scenarios, we further observe that:
For single-DCI multi-TRP transmission, from semi-static codebook generation perspective, there is no difference compared to single TRP transmission.
For multi-DCI multi-TRP transmission with ackNackFeedbackMode = separate, the UE should generate two separate semi-static codebooks for PDSCHs scheduled by PDCCHs detected from two CORESET pools. The same semi-static codebook generation scheme as for single TRP transmission can be applied to generate each of the semi-static codebooks.
For multi-DCI multi-TRP transmission with ackNackFeedbackMode = joint, the UE should generate two separate semi-static codebooks for PDSCHs scheduled by PDCCHs detected from two CORESET pools, which are further concatenated and transmitted on the same PUCCH/PUSCH. The same semi-static codebook generation scheme as for single TRP transmission can be applied to generate each of the semi-static codebooks.
The above observations can be summarized as below:
[bookmark: _Toc84000128]The semi-static codebook generation scheme agreed in RAN1#106-e can support single and multiple PDSCHs in a single slot in single and multiple TRP transmission scenarios. No impact is anticipated from whether or not a UE supports multiple PDSCHs in a single slot in various DL transmission scenarios.

For the second open issue, one possible implementation of time domain HARQ-ACK bundling for semi-static codebook is to merge the HARQ-ACK bits for all PDSCHs scheduled by the same DCI into one single HARQ-ACK bit, which corresponds to the logical AND of the decoding results for the PDSCHs. With this bundling mechanism, multiple PDSCHs scheduled by a DCI should only generate one HARQ-ACK bit (or two bits, if dual TB transmission is used), and the semi-static HARQ-ACK codebook generation mechanism as defined in Rel-16 can be directly reused. More specifically, HARQ-ACK feedback for multiple PDSCHs scheduled by the same DCI can be generated in exactly the same way as for PDSCH repetition in Rel-15/16, taking the last PDSCH slot as time reference.
Such time domain HARQ-ACK bundling mechanism for semi-static codebook can greatly reduce the HARQ-ACK codebook size, improve PUCCH link performance/coverage, and reduce UE power consumption. Moreover, the semi-static HARQ-ACK codebook generation procedure can be very much simplified.
This time domain HARQ-ACK bundling for semi-static codebook can be optional and RRC configurable, so that the HARQ-ACK codebook generation can be adaptive to different application scenarios. In case time domain bundling is not activated, the semi-static codebook generation scheme as agreed at RAN1#106-e should apply.
[bookmark: _Toc84000164]Configurable time domain HARQ-ACK bundling for semi-static codebook, which generates a single HARQ-ACK feedback for multiple PDSCHs scheduled by the same DCI, can be considered.
[bookmark: _Toc84000235]2.2.2	Dynamic codebook enhancement
2.2.2.1	Sub-codebook construction when CBG operation is configured
When UE is configured to receive multiple PDSCHs scheduled by a single DCI in a serving cell, two separate HARQ-ACK sub-codebooks should be generated, one for single PDSCH scheduling, and the other for multi-PDSCH scheduling. In addition, in case any cells in the same PUCCH cell group are configured with CBG-based PDSCH transmission, another sub-codebook can be generated for HARQ-ACK bits from CBG-based PDSCH transmission. That is to say, in a PUCCH cell group, if any of the serving cells are configured with multi-PDSCH scheduling, and any serving cells are configured with CBG-based transmission, the UE should maintain three different HARQ-ACK sub-codebooks, for TB-based PDSCH transmission, CBG-based transmission and multi-PDSCH transmission respectively. 
In the previous meetings some companies were concerned about the UE maintaining three different HARQ sub-codebooks (in the worst case) and proposed to merge the sub-codebooks for CBG-based PDSCH transmission and multi-PDSCH transmission into one sub-codebook (see Option 1 in the below agreement). In our view this is not necessary, and is overly complicated.Agreement:
Consider the following options to construct type-2 HARQ-ACK codebook when CBG operation is configured, and down-select to one of the following options in RAN1#106bis-e.
· Option 1: HARQ-ACK bits corresponding to CBG-based PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.
· Option 2: HARQ-ACK bits corresponding to CBG-based PDSCH reception and HARQ-ACK bits corresponding to multi-PDSCH reception are contained in separate sub-codebooks.
· Option 3: UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group.
Note: Multi-PDSCH reception refers to the case where multiple PDSCHs are scheduled by a DCI that is configured with TDRA table containing at least one row with multiple SLIVs

First of all, CBG-based PDSCH transmission and multi-PDSCH scheduling are motivated by and optimized for different application scenarios. The former mainly targets FR1 scenario where the slot duration so long that CBGs transmitted in different OFDM symbols in a slot can experience different channel condition, while the latter is developed for FR2-2 scenario to reduce scheduling and PDCCH monitoring effort when the slot duration becomes very short due to usage of large SCS. Merging HARQ-ACK sub-codebooks for the two different features creates unnecessary connection and dependency between the features in the specs hence should be avoided.
Secondly, sharing a sub-codebook between CBG-based PDSCH transmission and multi-PDSCH transmission requires padding the HARQ-ACK bits generated for CBG-based transmission or for multi-PDSCH so that they become equal size. Consideration of all scenarios (more PDSCHs than CBGs and vice versa) may lead to rather long discussions.
In our view the benefit of HARQ-ACK sub-codebook optimization (Option 1) does not justify the standardization and implementation effort. On the other hand, restriction on simultaneous configuration of CBG-based PDSCH transmission and multi-PDSCH scheduling in the same PUCCH cell group can be considered due to the simplicity of this solution (Option 3).
[bookmark: _Toc84000165]Support Option 2 for sub-codebook construction when CBG operation is configured (i.e., HARQ-ACK bits corresponding to CBG-based PDSCH reception and HARQ-ACK bits corresponding to multi-PDSCH reception are contained in separate sub-codebooks)
[bookmark: _Toc84000166]Option 3 can be considered for sub-codebook construction when CBG operation is configured (i.e., UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group).

2.2.2.2	Time domain HARQ-ACK bundling for dynamic codebook
Time domain HARQ-ACK bundling can be considered for dynamic HARQ-ACK codebook enhancement. In our view, configurable number of bundling groups should be considered, similar to CBG transmission in the current specs where the number of CBGs for a TB is configured by RRC.
[bookmark: _Hlk75426980]In this solution, the multiple PDSCHs scheduled by a single DCI are evenly split into NHBG time domain bundling groups, where NHBG is an RRC configuration parameter. The UE generates a single HARQ-ACK feedback for the PDSCHs that belong to the same HARQ bundling group. The HARQ-ACK feedback corresponds to the logical AND of the decoding results for the PDSCHs in each group. For a HARQ-ACK feedback transmission in a particular PUCCH, the HARQ-ACK codebook size can be correctly derived based on the DAI values in the scheduling DCI and the number of HARQ bundling groups (NHBG). In the case of carrier aggregation, NHBG should be set to the maximum number of HARQ bundling groups among all component carriers in the same PUCCH cell group on which multi-PDSCH scheduling is configured. When the number of scheduled PDSCHs by a DCI is smaller than NHBG, the remaining HARQ feedback bits in the codebook corresponding to the unused bundling groups can be set to NACK (binary bit 0).
Two examples are given in Figure 2 to illustrate the solution, with the number of HARQ bundling groups equal to 2 and the HARQ codebook size calculated as DAI * NHBG = 6.
[image: ]
[bookmark: _Ref75186081]Figure 3: Dynamic codebook with HARQ-ACK time bundling in multi-PDSCH scheduling
It can be seen that for dynamic codebook with time domain HARQ-ACK bundling, the HARQ-ACK codebook size is given by DAI * NHBG, which is less than DAI * NPDSCH,MAX without bundling. By configuring a proper NHBG value, good balance can be achieved between HARQ-ACK codebook size and PDSCH re-transmission efficiency.
The number of HARQ-ACK groups NHBG can be configured to any integer number between 1 and NPDSCH,MAX. In an extreme case, when NHBG is set to 1, all HARQ-ACK bits corresponding to the PDSCHs scheduled by the same DCI are bundled into a single bit. In this case, it is not necessary to generate separate HARQ-ACK sub-codebooks for single and multiple PDSCH scheduling. The legacy dynamic HARQ-ACK codebook mechanism in Rel-15/16 can be directly reused.
[bookmark: _Toc74207504][bookmark: _Toc84000129]Applying configurable time domain HARQ-ACK bundling to dynamic codebook can reduce the HARQ-ACK codebook size, thus achieving a configurable balance with retransmission efficiency depending on the deployment scenario. 
[bookmark: _Toc84000130]In an extreme case, when NHBG is set to 1, all HARQ-ACK bits corresponding to the PDSCHs scheduled by the same DCI are bundled into a single bit. In this case same HARQ-ACK sub-codebook can be used for single and multiple PDSCH scheduling.

In our view, the proposed solution of applying configurable time domain bundling to dynamic codebook enhancement is beneficial in terms of better flexibility to achieve good balance between HARQ-ACK codebook size and PDSCH re-transmission efficiency.
[bookmark: _Toc84000167]Time domain HARQ-ACK bundling with configurable number of time bundling groups (including the extreme case of single bundling group) can be considered for dynamic codebook enhancement.

2.2.2.3	Performance improvement on HARQ-ACK codebook with padding bits
When UE is configured to receive multiple PDSCHs scheduled by a single DCI in a serving cell, the UE should generate NA/N HARQ-ACK bits for each DAI value for the multi-PDSCH sub-codebook, where NA/N depends on NPDSCH,MAX and NPDSCH,MAX is the configured maximum number of PDSCHs that can be scheduled by a single DCI, assuming time domain bundling is not used. In the case of carrier aggregation, NPDSCH,MAX is set to the maximum configured number of PDSCHs among all component carriers in the same PUCCH cell group on which multi-PDSCH scheduling is configured.
When the number of scheduled PDSCHs by a particular DCI is smaller than NPDSCH,MAX, the unused HARQ-ACK bits in the multi-PDSCH sub-codebook should be filled up with NACK (binary bit 0). In this section of discussion, we will analyse the impact of the NACK padding on PUCCH link performance, taking UCI channel coding into account. According to the current specs, PUCCH with UCI size between 3 and 11 bits should be encoded with RM code, PUCCH with UCI size between 12 and 22 bits (including CRC bits) should be encoded with PC (Parity-Check) Polar code and PUCCH with UCI size larger than 22 bits should be encoded with CA (CRC-Aid) Polar code. The PUCCH link analysis in this discussion covers RM code and CA-Polar code cases for the case of 120 kHz SCS using PUCCH format 3 (1 RB, 4 OFDM symbols). 
In the simulation it is assumed that gNB has full knowledge about NACK padding in the HARQ-ACK codebook and hence it can utilize such information to assist UCI decoding.

NACK padding impact on PUCCH link performance with RM coding
To evaluate the impact of NACK padding on PUCCH link performance with RM coding, the following PUCCH cases are simulated in AWGN and TDL-A:
· Case 1: PUCCH with UCI size Ninfo = 4, no padding bits
· Case 2: PUCCH with UCI size Ninfo = 8, no padding bits
· Case 3: PUCCH with UCI size Ninfo = 8, padding bits = [1 2 3 4]
· Case 4: PUCCH with UCI size Ninfo = 8, padding bits = [5 6 7 8]
HARQ-ACK error rate (the probability of not detecting an ACK when an ACK was sent) is evaluated in the simulation and the result are presented in Figure 3.
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[bookmark: _Ref83111986]Figure 4: PUCCH ACK error rate, RM coding

As it can be seen from simulation results, NACK padding doesn’t deteriorate the PUCCH link performance when RM code is used. UCI of size 8 bits with 4 padding bits (Case 3 and 4) can achieve the same link performance as UCI of size 4 bits (Case 1); hence coverage is not affected with the padding bits. This can be explained by the fact that the gNB utilizes the knowledge of padding bits in the HARQ-ACK codebook to reduce the codeword space in UCI decoding.

NACK padding impact on PUCCH link performance with CA-Polar coding
To evaluate the impact of NACK padding on PUCCH link performance with CA-Polar coding, the following PUCCH cases are simulated in AWGN and TDL-A channels:
· Case 1: PUCCH with UCI size Ninfo = 24, no padding bits
· Case 2: PUCCH with UCI size Ninfo = 32, no padding bits
· Case 3: PUCCH with UCI size Ninfo = 32, padding bits = [1 2 3 4 5 6 7 8]
· Case 4: PUCCH with UCI size Ninfo = 32, padding bits = [17 18 19 20 21 22 23 24]
HARQ-ACK UCI block error rate (BLER) is evaluated in the simulation and the result are presented in Figure 4.
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[bookmark: _Ref83116489]Figure 5: PUCCH link performance, CA-Polar coding
The above simulation results confirm the assumption that gNB can utilize the knowledge of padding bits in the HARQ-ACK codebook to improve UCI decoding performance. For example, in the AWGN case, the performance for Case 3 and Case 4 at 1% BLER is roughly 0.7 and 0.3 dB better than Case 2, respectively.
However, the simulation results also reveal that there is still a residual link performance degradation for UCI of size 32 bits with 8 padding bits compared to UCI of size 24 bits (Case 1), and the residual degradation is dependent on the padding bit positions in the HARQ-ACK codebook. As an example, in AWGN, the residual degradation for Case 3 and Case 4 at 1% BLER is 0.5 and 1 dB, respectively. The dependence on the padding bit positions is mainly due to the bit sequence selection in Polar coding as explained in the following.
First of all, in a Polar sequence, the reliability of the Polar bits increases with the bit indices in general, as shown in Figure 5. In another word, the Polar bits with lower index values very likely have lower reliability values than the ones with higher index values.


[bookmark: _Ref83122815]Figure 6: Reliability of Polar Sequence
According to the Polar coding procedure defined in the current specs, for encoding of a UCI message of K bits (including the CRC bits), the K Polar bits with the highest reliability values are chosen as non-frozen bit, on which the UCI bits are mapped, and the remaining Polar bits are frozen bits. It is worth to highlight that the mapping from UCI bits to non-frozen Polar bits is done sequentially. Hence, the bits in the beginning of the UCI message are mapped to less reliable Polar channels while the bits at the end of the UCI message are mapped to more reliable Polar channels, in general.
Therefore, for HARQ-ACK codebook with NACK padding, it is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver (gNB). The benefit of doing so is demonstrated by the blue curve in Figure 4 which shows a gain compared to the magenta curve. To achieve this, the bit ordering of the HARQ-ACK codebook can be optimized by taking Polar sequence reliability into account.
[bookmark: _Toc84000131]For dynamic HARQ-ACK codebook with NACK padding, the positions of the padding bits have impact on the UCI decoding performance. It is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver.

Looking at the chart for reliability of Polar sequence in Figure 5, it would seem natural to collect all padding bits and put them at the very beginning of the HARQ-ACK codebook, so that they are mapped to the least reliable non-frozen bits, leaving the more reliable bits for unknown UCI bits. However, this is not always possible in reality. Imagine such a case that a UE need to construct HARQ-ACK codebook for 4 consecutive PDSCH scheduling each can schedule from 1 to 8 PDSCHs. The total HARQ-ACK codebook size is 4*8=32 bits, including a certain number of padding bits. In case some of the DCIs are mis-detected, there is no way for the UE to know how many PDSCHs are scheduled by those DCIs and how many padding bits should be added in the HARQ-ACK codebook accordingly. The simple solution of putting all padding bits at the beginning of the HARQ-ACK codebook doesn’t work out in this case. Therefore, there is a need to introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits near the beginning of a HARQ-ACK codebook, for example using a block interleaver.
Based on the above analysis, we propose:
[bookmark: _Toc84000168]Introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits to the beginning of a HARQ-ACK codebook, e.g., based on block interleaver, so that the HARQ-ACK codebook is better optimized for Polar coding.

[bookmark: _Toc84000236]2.2.3	HARQ feedback in multiple PUCCHs 
At RAN#104-e, it was agreed that in multiple PDSCH scheduling, HARQ-ACK information corresponding to PDSCHs scheduled by a single DCI is multiplexed with a single PUCCH in a slot that is determined based on K1. It was further identified as FFS to discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH occasions.
The main argument to support this optimization option is to improve HARQ-ACK feedback latency. However, the technical complexity of supporting HARQ feedback over multiple PUCCH occasions for PDSCHs scheduled by a single DCI is not trivial. Supporting HARQ feedback over multiple PUCCH occasions for PDSCH scheduled by a single DCI implies that a mechanism would be needed to indicate which PUCCH occasions should be used for each scheduled PDSCH.
One possible approach could be to indicate multiple PUCCH occasions in the scheduling DCI (i.e., via multiple K1 values). In addition, it would be needed to specify which PDSCHs are associated with which PUCCH opportunities. 
Another possible approach could be to indicate in the scheduling DCI a single PUCCH occasion (i.e., single K1 value), as in the legacy DL DCI format. The indicated K1 value is only applicable to the PDSCHs that can be processed in time. For the PDSCHs that do not fulfil the processing latency requirement, the K1 value can be interpreted as non-numeric value (NNK1) and the corresponding HARQ feedback is supposed to be scheduled by a subsequent DCI.
For either approach mentioned above, it seems necessary to redefine C-DAI/T-DAI to count PDSCHs instead of DCIs, so that the HARQ-ACK codebook can be constructed properly. Moreover, for the first approach, multiple DAI values might need to be indicated in the scheduling DCI, one corresponding to each PUCCH occasion. While for the second approach, it needs to be specified whether the C-DAI/T-DAI counts all the scheduled PDSCHs by the DCI, or only counts the PDSCHs for which HARQ feedback is to be reported in the indicated PUCCH.
There could be many other possible approaches to support multiple HARQ feedback opportunities for multiple PDSCH scheduling. However, it can be foreseen that such technical solutions can be very complicated for both standardization and implementation.
[bookmark: _Hlk64987762]In our view, multi-PDSCH scheduling mainly targets bulk data transmission in eMBB use cases. Further optimization of HARQ feedback latency is not a top-priority requirement. On the other hand, with short slot duration with 480 or 960 kHz SCS, the HARQ-ACK feedback delay is already very short even in multi-PDSCH scheduling. In use cases with stringent HARQ feedback delay requirement, legacy single-slot PDSCH scheduling can always be used.
[bookmark: _Toc84000169]Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.


[bookmark: _Toc68635195][bookmark: _Toc68611894][bookmark: _Toc84000237]2.3	PDSCH/PUSCH processing timeline aspects
In RAN1#106e the following agreements were reached regarding processing timeline aspects:
Agreement #1:
For NR operation with 480 kHz and/or 960 kHz SCS, value(s) for PDSCH processing time (N1) for PDSCH processing capability 1 and PUSCH preparation time (N2) are to be defined for PDSCH/PUSCH timing capability 1 only.

Agreement #2:
For NR operation with 480 and 960 kHz SCS, adopt at least the values of N1, N2 and N3 as in the following tables for single and multi-PDSCH/PUSCH scheduling.
· Note: N1/N2 applies to any PDSCH/PUSCH for multi-PDSCH/PUSCH scheduling
· RAN1 to study (until RAN1#106b-e) and possibly introduce smaller values considering at least the following factors
· PDCCH monitoring capability
· Mix numerology scheduling
· Multi-PDSCH/PUSCH scheduling
· Cross-carrier scheduling
· Note: The decision for the number of HARQ processes should take this agreement into account.
Table 2-2.1 PDSCH processing time arrange for PDSCH processing capability 1
	[image: ]
	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
or if the higher layer parameter is not configured

	3 (120 kHz)
	20
	24

	5 (480 kHz)
	80
		96

	6 (960 kHz)
	160
	192



Table 2-2.2 PUSCH preparation time for PUSCH timing capability 1
	[image: ]
	PUSCH preparation time N2 [symbols]

	3 (120 kHz)
	36

	5 (480 kHz)
	144 

	6 (960 kHz)
	288



Table 2-2.3 Minimum gap between the second detected DCI and the beginning of the first PUCCH resources
	[image: ]
	HARQ-ACK multiplexing timeline N3 [symbols]

	3 (120 kHz)
	20

	5 (480 kHz)
	80

	6 (960 kHz)
	160



Agreement #3:
For NR operation with 480 and 960 kHz SCS, adopt at least the values of Z1, Z2 and Z3 as in the following table for single and multi-PDSCH/PUSCH scheduling to maintain the same absolute time duration as that of 120 kHz SCS in FR2.
· Note: is UE reported capability beamReportTiming; KB3 and KB4 is UE reported capability beamSwitchTiming for 480 and 960 kHz SCS respectively.
· RAN1 to study (until RAN1#106b-e) and possibly introduce smaller values for CSI computation delay requirement

Table 2-4.  CSI computation delay requirement 2
	[image: ]
	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	3
	97
	85
	152
	140
	min(97, X3+ KB2)
	X3

	5
	388
	340
	608
	560
	[min(388, X5+ KB3)]
	[X5]

	6
	776
	680
	1216
	1120
	[min(776, X6+ KB4)]
	[X6]



In all tables in Agreements #2 and #3, the values for 480/960 kHz are derived simply by scaling the value for 120 kHz by 4x/8x, respectively. We think that these processing timelines are too loose, as technology has evolved since Rel-15. 
As can be seen in the first table in Agreement #2, the N1 timeline for 480/960 kHz is 80/160 OSs for the case of front-loaded DMRS. This translates to roughly 6/11 slots. This means that it would take 11 slots before the UE can send back a HARQ-ACK result for the case of 960 kHz. Worse yet, the N2 timeline is 144/288 OSs which translates to roughly 10/20 slots. This means that it would take 20 slots for the UE to prepare a scheduled PUSCH. With these values, the grant delay (grant transmission + processing + PUSCH preparation) induce more than 50% protocol latency overhead for scheduled UL transmissions. Such large L1 latencies for N1, N2, N3 are clearly not compatible with designing high performance NR operation in the 52.6 to 71 GHz range for a wide range of important use cases including, e.g., factory automation and industrial IoT applications. As stated in the agreement, we think that some further tightening of processing should be discussed in order to enable high performance NR operation in the 52.6 to 71 GHz range to take advantage of the large available bandwidth.
Here we consider potential tightened timelines base on extrapolating the N1/N2/N3 values to 480/960 kHz based on the Rel-15 values for 15, 30, 60, and 120 kHz. Consider first the UE PDSCH decoding time, , specified in Section 5.3 of TS 38.214. As agreed above, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



As will be shown below, the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology. The HARQ-ACK multiplexing time,, follows the same time scaling pattern as .
Consider next the UE PUSCH processing time, , specified in Section 6.4 of TS 38.214 and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. 
Table 6.4-1: PUSCH preparation time (N2) for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



In order to investigate scaling of the UE processing time to the larger numerologies, we fit simple formulae to the Rel-15 processing times as the benchmarks for NR operation in 52.6 to 71 GHz.
Using the front loaded DMRS case as an example, the PDSCH decoding time  for numerology  in terms of the number of OS in the respective numerology can be approximated by 

which increases exponentially with the numerology as mentioned above. The formula was optimized to minimize the mean absolute deviation from the Rel-15 values. 
[bookmark: _Ref61355344]Table 4: Extrapolated PDSCH processing time (N1) and HARQ-ACK multiplexing timeline (N3) for front loaded DMRS case
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N1 [OS]
	8
	10
	17
	20
	
	

	N3 [OS]
	8
	10
	17
	20
	
	

	Estimate [OS]
	8
	11
	15
	20
	37
	50

	Estimate [μs]
	571
	388
	263
	179
	82
	56



The Rel-15 PUSCH scheduling latency can be similarly fitted to a simple formula. The PUSCH preparation time  for numerology  in terms of the number of OS in the respective numerology can be approximated by

[bookmark: _Ref61355593]Table 5: Extrapolated PUSCH preparation time (N2)
	SCS [kHz]
	15
	30
	60
	120
	480
	960

	N2 [OS]
	10
	12
	23
	36
	
	

	Estimate [OS]
	9
	14
	23
	36
	91
	144

	Estimate [μs]
	643
	510
	405
	321
	202
	161



The fitted formulae clearly exhibit an exponential increase in UE processing times with higher numerologies as can be further observed in Figure 3.
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	(a)	(b)	
[bookmark: _Ref60921413]Figure 7: Extrapolated N1, N2, and N3 values expressed in (a) OFDM symbols, (b) slots
From the above tables and graphs, we see that the extrapolated values correspond to roughly half of those provided in the table in Agreement #3 listed above. In our view, this provides a good starting point for discussion on further tightening of processing timelines to enable high performance NR operation in the 52.6 to 71 GHz range to take advantage of the large available bandwidth.
[bookmark: _Toc61809009][bookmark: _Toc61809010][bookmark: _Toc61523172][bookmark: _Toc61809011][bookmark: _Toc68618567][bookmark: _Toc84000132]UE PDSCH/PUSCH processing timelines for 480/960 kHz SCS should to be tightened compared to 4x / 8x scaling of the 120 kHz SCS values to enable high performance NR operation in 52.6 to 71 GHz. 
[bookmark: _Toc61523182][bookmark: _Toc61808854][bookmark: _Toc61523183][bookmark: _Toc61808855][bookmark: _Toc61523184][bookmark: _Toc61808856][bookmark: _Toc61523188][bookmark: _Toc61808860][bookmark: _Toc61523208][bookmark: _Toc61808880][bookmark: _Toc61523209][bookmark: _Toc61808881][bookmark: _Toc61523215][bookmark: _Toc61808887][bookmark: _Toc61523255][bookmark: _Toc61808927][bookmark: _Toc61523256][bookmark: _Toc61808928][bookmark: _Toc61523257][bookmark: _Toc61808929][bookmark: _Toc61523258][bookmark: _Toc61808930][bookmark: _Toc61523259][bookmark: _Toc61808931][bookmark: _Toc61523316][bookmark: _Toc61808988][bookmark: _Toc61523317][bookmark: _Toc61808989][bookmark: _Toc61523318][bookmark: _Toc61808990][bookmark: _Toc68628854][bookmark: _Toc84000170]RAN1 should discuss tightening of the N1/N2/N3 processing timelines. A starting point for discussion can be ½ of the values listed in the RAN1#106-e agreement.
[bookmark: _Toc84000171]RAN1 should discuss tightening of the Z1/Z1'/Z2/Z2'/Z3/Z3' CSI computation delay requirements. A starting point for discussion can be ½ of the values listed in the RAN1#106-e agreement.
[bookmark: _Toc84000238]2.4 	Potential PT-RS Enhancements for CP-OFDM
The following agreement was made in RAN#106e regarding potential PTRS enhancement:Agreement:
Further study and conclude on whether to introduce any PTRS enhancement for CP-OFDM by RAN1#106b.
•	Note: details of specification impact for any proposed PTRS enhancement shall be provided to facilitate drawing conclusion in RAN1#106b

and the following agreement was made in RAN1#106e which addresses potential enhancements related to PT-RS density for small RB allocations:
Agreement: 

Further study and conclude on whether to introduce K=1 for Rel-15 PTRS pattern for CP-OFDM with small (< =32) RB allocation by RAN1#106b.


To potentially enhance PTRS structure, there are three possible primary candidates:
(i) Increasing PTRS density, e.g., by supporting K=1 in addition to K = 2 and 4 supported for Rel-15 PT-RS for small RB allocation,
(ii) Introducing alternative localized or clustered PTRS structures, and
(iii) Boosting PTRS power for Rank 1.
Later in this section, we provide extensive link-level simulation results and complexity analysis to study whether any of the above PTRS enhancements are needed. From the evaluation results, we make the following observations.

[bookmark: _Toc84000133]Even for small RB allocation, enhanced PTRS structure with K = 1 or K=0.5 does not provide additional performance gain over the existing Rel-15 PTRS structure (K = 2 and K=4).
[bookmark: _Toc84000134]For every tested scenario, Rel-15 PTRS + direct de-ICI receiver with multiple settings for the PTRS density can be used to outperform the best settings for square and orthogonal circulant PTRS with square and orthogonal circulant ICI filter approximation without significant phase noise compensation complexity increase or even decreased phase noise compensation complexity.
[bookmark: _Toc84000135]For every tested scenario, best setting for orthogonal circulant PTRS with 3 dB power boosting does not provide additional gain over the best setting for existing Rel-15 PTRS structure + direct de-ICI receiver.
[bookmark: _Toc84000136]The performance of square and orthogonal ICI filter approximation is worse than Rel-15 PTRS structure with direct de-ICI filtering because of the various fundamental design issues identified in Annex A:
1. [bookmark: _Toc84000137]ICI filter approximation with block PTRS does not fully utilize all received PTRS symbols.
2. [bookmark: _Toc84000138]Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice.
3. [bookmark: _Toc84000139]The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels.
4. [bookmark: _Toc84000140]The approximate filter estimation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noises from clusters and subcarriers with weak received SNR.
[bookmark: _Toc84000141]The ICI filter approximation receiver with single-tone PTRS (see Annex A.5) requires excessive power boosting which can result in both substantial link performance losses and severe out-of-band intermodulation leakages.
Based on the extensive numerical evaluation results provided in the following sections and complexity analysis provided in Annex A, we conclude on the following proposal:
[bookmark: _Toc84000172]Retain the same Rel-15 distributed PTRS design for OFDM for all RB allocations. Additional PTRS structure(s) are not needed.
Please note: The required SNR in dB to achieve 10% BLER corresponding to all of the graphical results presented Subsections 2.4.2, 2.4.3, and 2.4.4 is included in tables in Appendix B.
[bookmark: _Toc84000239][bookmark: _Toc68611895]2.4.1	Performance analysis of distributed PTRS structure for small RB allocation 
[bookmark: _Hlk77000265][bookmark: _Hlk78206739]During RAN1#104bis-e, it was concluded that increased PTRS frequency density is not supported for CP-OFDM for Rel-15 PTRS pattern when the allocated number of RB > 32 for NR operation in 52.6 – 71 GHz. in In RAN1#106e, it was agreed that to further study and conclude on whether to introduce K=1 for Rel-15 PTRS pattern for CP-OFDM with small (< =32). In this section, we study whether increasing PTRS frequency density for small RB allocation is needed or not.
Before investing the need to increase PTRS frequency density for small RB allocations, we should mention that in Rel-15, when the number of RBs is below a threshold, the UE assumes no PTRS is present (see Table 5.1.6.3-2 from 38.214). The combination of high MCS and very small allocations is not well justified scenario since small RB allocation is typically used for power limited case, and hence lower MCS is more suitable in this scenario. In addition, through proper scheduling, if there is an issue with too few PTRS tones, then simply a lower MCS can be used in combination with a reasonable increase in the RB allocation. Despite these observations, it was still agreed in RAN1#104bis-e and RAN1#106 that we further investigate and conclude on whether or not it is needed to increase PTRS frequency density for small RB allocations for CP-OFDM.
In the transport block size determination procedure in TS 38.214, a UE first determines the number of REs allocated for PDSCH within a PRB via

As agreed in the link level evaluation assumptions,  is used in the evaluation. As a result, the effective code rate (CR) increases as the overhead introduced by PTRS increases. In other words, the transport block size of an MCS remains the same regardless of PTRS overhead.
To study the potential frequency domain density, we perform ICI compensation using direct de-ICI filtering approach (see Annex A.1) with time domain density LPTRS =1 and four different values on Rel-15 PTRS density: K = 4, 2, 1, and 0.5. Note that as the PTRS density increases (K decreases), fewer resources are available to carry coded bits, resulting in higher effective LDPC code rates for the physical share channels. Note that PTRS is assumed be present in every non-DMRS OFDM symbol.
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In Figure 4 - Figure 5, we provide BLER for MCS 22 for TDL-A channel with 20 ns delay spread for 4, 8, 16, and 32 RB allocations for all 3 SCSs: 120, 480, and 960 kHz. In each case, we consider the following:
· No PTRS and no phase noise compensation
· CPE compensation which is equivalent to de-ICI filter with length L=1
· ICI compensation with de-ICI filter length L=3.
The following observations can be made.
· The overall best performance for 120 kHz and 4 RBs allocation is obtained with no PTRS and no PN compensation. This confirms the validity of the Rel-15 PTRS design in which UE assumes no PTRS is present if number of RBs is below a certain threshold.
· This observation does not necessary hold for 480 kHz and 960 kHz. This is mainly because the degradation produced by the common phase error (CPE) is related with the power contained in the PSD in the offset frequencies below SCS/2. As a result, 480 kHz and 960 kHz have larger CPE component as compare to 120 kHz, which is required to be compensated. Our results show that CPE compensation using existing Rel-15 PTRS is sufficient for 480 kHz and 960 kHz SCS for small RB allocation.
· In all scenarios for RB allocation less than 16, the best performance is obtained by Rel-15 PTRS with K=2 or K=4 with CPE compensation
· Hence, for allocation less than 16 RBs, CPE compensation is sufficient. 
· The best performance in all scenarios for 120 kHz, 480 kHz, and 960 kHz for agreed small RBs allocation (8,16, and 32) is obtained by Rel-15 PTRS with K=2 or K=4.
In summary, the BLER performance using existing Rel-15 PT-RS structure (K=2 and K=4) is better than that of an enhanced PTRS structure (K=1 and K=0.5) in all tested scenarios. This is because the gain of better phase noise mitigation from using K=0.5, 1 density does not make up for the loss of coding gain due to higher PTRS overhead. Equivalently, if  had been set to maintain the same effective code rate for different K, data rates would be reduced by using the K=0.5 and K=1 PTRS density.
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[bookmark: _Ref76023096]Figure 8: PDSCH performance for MCS22 for 120 kHz in TDL-A channel with delay spread of 20 ns for (a) 4 RBs allocation, (b) 8 RBs allocation, (c) 16 RBs allocation, and (d) 32 RBs allocation.
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[bookmark: _Ref76023106]Figure 9: PDSCH performance for MCS22 for 480 kHz in TDL-A channel with delay spread of 20 ns for (a) 4 RBs allocation, (b) 8 RBs allocation, (c) 16 RBs allocation, and (d) 32 RBs allocation.
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Figure 10: PDSCH performance for MCS22 for 960 kHz in TDL-A channel with delay spread of 20 ns for (a) 4 RBs allocation, (b) 8 RBs allocation, (c) 16 RBs allocation, and (d) 32 RBs allocation.
[bookmark: _Hlk66288640] 
[bookmark: _Toc68635215][bookmark: _Toc84000240]2.4.2	Performance analysis of PTRS structures and the associated ICI compensation approaches 
In Annex A, we provide a comprehensive complexity analysis of the following ICI compensation algorithms:
· Direct de-ICI filtering approach (see Annex A1)
· General ICI filter approximation approach (see Annex A2)
· Square circulant ICI filter approximation approach (see Annex A3)
· Orthogonal circulant ICI filter approximation approach (See Annex A4)
· Single-tone filter approximation approach (See Annex A5)

2.4.2.1 Alternative clustered PTRS structure 
[image: ]
[bookmark: _Ref76464641]Figure 11: Clustered PTRS structure. C clusters of M PTRS REs each are equally spaced across the allocated bandwidth.

To study the potential enhancements to the PTRS structure, we perform ICI compensation comparing the following three options:
· Option 1: Rel-15 PTRS with direct de-ICI filtering algorithm (see Annex A1)
· For Rel-15 PTRS, the number of PTRS symbols is  with K = 2 or 4.
· Option 2: Square circulant PTRS [5] with square circulant ICI filter approximation approach (see Annex A3)
· For square circulant PTRS, the cluster size is  where  is the ICI compensation filter length. The number of clusters is set to where the total number of PTRS symbols is thus , which is as close as possible to , i.e., as close as possible to Rel-15 PTRS in Option 1.
· Note that we refer to this PTRS structure as “square circulant PTRS” since it is required to perform ICI compensation using the square circulant ICI filter approximation approach analyzed in Annex A.3.
· Option 3: Orthogonal circulant PTRS [4] with orthogonal circulant ICI filter approximation approach (see Annex A4)
· For orthogonal circulant PTRS, the cluster size is  where  is the length of Zadoff–Chu (ZC) sequence. The number of clusters is set to  where the total PTRS overhead is approximately the same as Rel-15 PTRS in Option 1.
· Note that we refer to this PTRS structure as “orthogonal circulant PTRS” since it is required to perform ICI compensation using the orthogonal circulant ICI filter approximation approach analyzed in Annex A.4.
Square circulant PTRS and orthogonal circulant PTRS are special case of clustered PTRS structure shown in Figure 7. As suggested in the RAN1#104bis-e meeting, we evaluate the case of a single cluster PTRS structure for orthogonal circulant PTRS structure. Table 5 and Table 6 show a complete list of the parameters we consider for the Rel-15 based PTRS and the clustered PTRS structures for the case of 64 and 256 RBs. The intention is to consider a range of different PTRS densities, and for each density value, we try to match the PTRS overhead between Rel-15 PTRS () and Clustered PTRS () as closely as possible under the constraint of maintaining an integer number of clusters for the latter. We emphasize that when we later provide a comparison between different schemes on the basis of spectral efficiency, the small differences in PTRS overhead are accounted for by use of slightly different effective coding rates since the transport block size for a given MCS is fixed as mentioned above.
[bookmark: _Ref66201831]Table 6: Detailed parameter settings for the Rel-15 based PTRS and the square circulant clustered PTRS structures for 64 and 256 RBs.
	Filter length 
	
	

	
	Rel-15 based PTRS
	square circulant PTRS
	Rel-15 based PTRS
	square circulant PTRS

	
	
	
	
	
	
	
	
	
	
	

	3
	2
	32
	5
	6
	30
	2
	128
	5
	26
	130

	5
	
	
	9
	4
	36
	
	
	9
	14
	126

	7
	
	
	13
	2
	26
	
	
	13
	10
	130

	9
	
	
	17
	2
	34
	
	
	17
	8
	136

	11
	
	
	21
	2
	42
	
	
	21
	6
	126

	3
	4
	16
	5
	3
	15
	4
	64
	5
	13
	65

	5
	
	
	9
	2
	18
	
	
	9
	7
	63

	7
	
	
	13
	1
	13
	
	
	13
	5
	65

	9
	
	
	17
	1
	17
	
	
	17
	4
	68

	11
	
	
	21
	1
	21
	
	
	21
	3
	63



[bookmark: _Ref76125270]Table 7: Detailed parameter settings for the Rel-15 based PTRS and the orthogonal circulant clustered PTRS structures for 64 and 256 RBs.
	Filter length 
	
	

	
	Rel-15 based PTRS
	orthogonal circulant PTRS
	Rel-15 based PTRS
	orthogonal circulant PTRS

	
	
	
	
	
	
	
	
	
	
	

	3
	2
	32
	32
	1
	32
	2
	128
	128
	1
	128

	5
	
	
	32
	1
	32
	
	
	128
	1
	128

	7
	
	
	32
	1
	32
	
	
	128
	1
	128

	9
	
	
	32
	1
	32
	
	
	128
	1
	128

	11
	
	
	32
	1
	32
	
	
	128
	1
	128

	3
	4
	16
	16
	1
	16
	4
	64
	64
	1
	64

	5
	
	
	16
	1
	16
	
	
	64
	1
	64

	7
	
	
	16
	1
	16
	
	
	64
	1
	64

	9
	
	
	17
	1
	17
	
	
	64
	1
	64

	11
	
	
	21
	1
	21
	
	
	64
	1
	64



2.4.2.2 Performance of alternative clustered PTRS structure 
For a comprehensive comparison between Rel-15 PTRS, square circulant clustered PTRS, and orthogonal circulant clustered PTRS, we provide simulation results for all combinations of the following parameters for the case of 120 kHz SCS and MCS22 (8 scenarios):
· Channel model: TDL-A, TDL-D
· Delay spread: 10 ns, 40 ns
· Bandwidth: 64 RBs, 256 RBs

Figure 8-Figure 11 provide SNR at 10% BLER for Rel-15 based PTRS structure, square circulant clustered PTRS, and orthogonal circulant clustered PTRS are shown in each graph. For each PTRS structure, we evaluated the different PTRS densities as given in Table 5 and Table 6. For the Rel-15 based PTRS structure, the direct de-ICI filtering approach is used (see Annex A1). For the square and orthogonal circulant clustered PTRS structure, the square circulant ICI filter approximation approach (see Annex A3) and orthogonal circulant ICI filter approximation approach (See Annex A4) are used, respectively. Values are not shown in cases where more than 35 dB SNR is required to achieve 10% BLER. In each of the bar graphs, a horizontal line is drawn corresponding to the required SNR for the best performing orthogonal circulant clustered PTRS scheme. 
[bookmark: _Hlk76557131]From Figure 8 – Figure 11, the following observations can be made.
· In all 8 scenarios, we found that the best setting for orthogonal circulant ICI approximation outperforms square circulant ICI approximation algorithm in terms of SNR at 10% BLER.
· In all 8 scenarios, the best the best setting for existing Rel-15 PTRS + de-ICI algorithm outperforms the best setting for both orthogonal circulant ICI approximation and square circulant ICI approximation algorithms.
In Figure 13 – Figure 19, we provide the corresponding BLER and spectral efficiency (SE) plots for these best settings in each scenario to further summarize and crystallize the link performance results. Figure 13 – Figure 19 show that existing Rel-15 PTRS leads to better BLER and spectral efficiency in all tested scenarios, consistent with the above observations.
[image: ][image: ]
[bookmark: _Ref76480552]Figure 12: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PT-RS, square circulant PTRS, and orthogonal circulant PTRS structures. The left is for 64-RB allocation and the right for 256-RB allocation.
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Figure 13: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns DS comparing Rel-15 based PT-RS, square circulant PTRS, and orthogonal circulant PTRS structures. The left is for 64-RB allocation and the right for 256-RB allocation[image: ][image: ]
Figure 14: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PT-RS, square circulant PTRS, and orthogonal circulant PTRS structures. The left is for 64-RB allocation and the right for 256-RB allocation.
[image: ][image: ]
[bookmark: _Ref76480561]Figure 15: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns DS comparing Rel-15 based PTRS, square circulant PTRS, and orthogonal circulant PTRS structures. The left is for 64-RB allocation and the right for 256-RB allocation.
[image: ] [image: ]
Figure 16: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS for 64-RB allocation
[image: ][image: ]
[bookmark: _Ref76488723][bookmark: _Ref76488696]Figure 17: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS for 256-RB allocation.
[image: ][image: ]
Figure 18: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns for 64-RB allocation.
[image: ][image: ]
Figure 19: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns for 256-RB allocation.
[image: ] [image: ]
Figure 20:BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS for 64-RB allocation.
[image: ] [image: ]
Figure 21: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS for 256-RBallocation.
[image: ] [image: ]
Figure 22: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns DS for 64 RB allocation.
[image: ] [image: ]
[bookmark: _Ref76491270]Figure 23: BLER and spectral efficiency (SE) plots for the best Rel-15 PTRS-based, best square circulant PTRS structure, and best orthogonal circulant PTRS structure for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns DS for 256-RB allocation.
Table 8 and Table 9 provide additional comparisons drawn from the bar graphs illustrating both the SNR loss and complexity increase (CI) for square and orthogonal circulant PTRS compared to Rel-15 PTRS for 64-RB allocation and 256-RB allocation in TDL-A channel with 10 ns delay spread. While it is true that the square and orthogonal circulant ICI filter approximation approaches require less MUL complexity than the direct de-ICI filtering when comparing the same PTRS density and equal filter lengths L, better performance and lower complexity can be attained by intelligently choosing the PTRS density and shorter filter lengths for Rel-15 PTRS. For example, the following observations can be made from Table 8 and Table 9.
· The best setting for orthogonal circulant ICI filter approximation requires lower SNR at 10% BLER compared to the best setting for the square circulant ICI filter approximation while achieving lower phase noise compensation complexity at the same time.
· In 64-RB allocation scenario, there exist multiple choices of Rel-15 PTRS structure, density and receiver parameters that outperform orthogonal circulant ICI filter approximation approaches in terms of required SNR at 10% BLER without significant phase noise compensation complexity increase.
· In 256-RB allocation scenario, there exist multiple choices of Rel-15 PTRS structure, density and receiver parameters that outperform orthogonal circulant ICI filter approximation approaches in terms of required SNR at 10% BLER. At least one setting achieves lower phase noise compensation complexity.

[bookmark: _Ref83383228]Table 8: Best Rel-15 based, square circulant PTRS settings, and orthogonal circulant PTRS settings for 120 kHz SCS MCS 22 with 64-RB allocation in TDL-A channel with 10 ns DS.
	Candidate (best) Rel-15 PTRS settings
	Best square circulant PTRS setting
	Best orthogonal circulant PTRS setting
	square circulant vs Rel-15 based
	orthogonal circulant vs Rel-15 based

	
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	Complexity
(MUL)
	SNR Loss (dB)
	CI
	SNR Loss (dB)
	CI

	4
	16
	3
	18.2
	2478
	36

(C=4,  M=9)
	5
	18.9
	3904
	32

(C=1, M=32)
	3
	18.9
	2377
	0.7
	57%
	0.7
	-4%

	2
	32
	3
	17.8
	2638
	
	
	
	
	
	
	
	
	1.1
	48%
	1.1
	-10%

	2
	32
	5
	17.5
	4558
	
	
	
	
	
	
	
	
	1.4
	-14%
	1.4
	-5%



[bookmark: _Ref83383249]Table 9: Best Rel-15 based, square circulant PTRS settings, and orthogonal circulant PTRS settings for 120 kHz SCS MCS 22 with 256-RB allocation in TDL-A channel with 10 ns DS.
	Candidate (best) Rel-15 PTRS settings
	Best square circulant PTRS setting
	Best orthogonal circulant PTRS setting
	square circulant vs Rel-15 based
	orthogonal circulant vs Rel-15 based

	
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	Complexity
(MUL)
	
	
	SNR [dB]
	Complexity
(MUL)
	SNR Loss (dB)
	CI
	SNR Loss (dB)
	CI

	4
	64
	5
	17
	16750
	136

(C=8, M=17)
	9
	17.6
	27823
	128

(C=1, M=128)
	7
	17.4
	22487
	0.6
	66%
	0.4
	34%

	4
	64
	7
	16.7
	23914
	
	
	
	
	
	
	
	
	0.9
	16%
	0.7
	-5%

	2
	128
	5
	17.1
	18094
	
	
	
	
	
	
	
	
	0.5
	54%
	0.3
	24%

	2
	128
	7
	16.7
	26218
	
	
	
	
	
	
	
	
	0.9
	6%
	0.7
	-14%

	2
	128
	9
	16.6
	34891
	
	
	
	
	
	
	
	
	1.0
	-20%
	0.8
	-35%



[bookmark: _Toc84000241]2.4.3	Performance analysis of PT-RS power boosting 
In Rel-15, PTRS power boosting is supported only when the number of PDSCH MIMO layers is greater than 1 (rank > 1). As mentioned previously, one of the PTRS enhancement candidates under discussion is to potentially introduce PTRS power boosting also for rank 1. However, we observe that this is possible only if the power allocated to PDSCH is reduced. Let  be the ratio of PTRS energy per resource element (EPRE) to PDSCH EPRE where . If boosting is used, then the PTRS EPRE increases by a factor of

and the PDSCH EPRE is reduced by a factor of

where  is total number of PTRS REs for the cyclic block PTRS structure assuming a data allocation of  RBs. 
In the previous section, we saw that the best setting for orthogonal circulant ICI filter approximation approach outperforms square ICI filter approximation approach in terms of SNR required to achieve 10% BLER . Hence, we consider power boosting only for the former. To analyze PTRS power boosting for rank 1, we perform ICI compensation for the following three options:
· Rel-15 PTRS structure + Direct de-ICI filtering approach (see Annex A1) without PTRS power boosting.
· Orthogonal circulant PTRS + Orthogonal circulant ICI approximation (see Annex A4) without PTRS power boosting
· Orthogonal circulant PTRS + Orthogonal circulant ICI approximation (see Annex A4) with 3 dB PTRS power boosting

In Figure 20 – Figure 23, we show required SNR at 10% BLER for all combinations of the following parameters for the case of 120 kHz SCS and MCS22 (8 scenarios):
· Channel model: TDL-A, TDL-D
· Delay spread: 10 ns, 40 ns
· Bandwidth: 64 RBs, 256 RBs

[bookmark: _Hlk83225257]In each of the bar graphs, a horizontal line is drawn corresponding to the required SNR for the best performing orthogonal circulant clustered PTRS block PTRS with 3 dB PTRS power boosting scheme. From Figure 20 – Figure 23, the following observations can be made.
· In TDL-A channel, there exist multiple choices of density and receiver parameters for Rel-15 PTRS structure without power boosting, that outperform orthogonal circulant PTRS with 3 dB power boosting in terms of required SNR at 10% BLER for both 64-RB and 256-RB allocation.
· In TDL-D channel, the performance of the best setting for orthogonal circulant PTRS with 3 dB power boosting is on par with that Rel-15 PTRS structure without power boosting with direct de-ICI algorithm.

To further summarize and crystallize the link performance results, we provide the corresponding BLER and spectral efficiency plots for these best settings in each scenario in Figure 24 – Figure 31 which show that orthogonal circulant PTRS with 3 dB power boosting does not provide additional gain over the existing Rel-15 PT-RS structure in all tested scenarios.  
[image: ][image: ]
[bookmark: _Ref76551199]Figure 24: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PTRS, orthogonal circulant PTRS, and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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Figure 25: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns DS comparing Rel-15 based PTRS, orthogonal circulant PTRS, and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
[image: ][image: ]
Figure 26: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PTRS, orthogonal circulant PTRS, and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
[image: ][image: ]
[bookmark: _Ref76551208]Figure 27: Required SNR at 10% BLER for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns DS comparing Rel-15 based PTRS, orthogonal circulant PTRS, and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
[image: ] [image: ]
[bookmark: _Ref77088975]Figure 28: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS, and best orthogonal circulant PTRS with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS for 64-RB allocation.
[image: ] [image: ]
[bookmark: _Ref76491176]Figure 29: BLER and SE plots for the best Rel-15 PTRS-based, best orthogonal circulant PTRS, and best orthogonal circulant PTRS with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 10 ns delay spread for 256-RB allocation.
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Figure 30: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS, and best orthogonal circulant PTRS with 3 dB power boosting for 120 kHz SCS, MCS 22, and 60 GHz carrier frequency in TDL-A channel with 40 ns delay spread for 64-RB allocation.
[image: ][image: ]
[bookmark: _Ref76491179]Figure 31: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS, and best orthogonal circulant PTRS structure with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-A channel with 40 ns delay spread for 256-RB allocation.
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Figure 32: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS, and best orthogonal circulant PTRS with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns delay spread for 64-RB allocation.
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Figure 33: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS, and best orthogonal circulant PTRS with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 10 ns delay spread for 256-RB allocation.
[image: ] [image: ]
Figure 34: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS structure, and best orthogonal circulant PTRS structure with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns delay spread for 64-RB allocation.
[image: ] [image: ]
[bookmark: _Ref76559401]Figure 35: BLER and SE plots for the best Rel-15 PTRS, best orthogonal circulant PTRS structure, and best orthogonal circulant PTRS structure with 3 dB power boosting for 120 kHz SCS MCS 22 and 60 GHz carrier frequency in TDL-D channel with 40 ns delay spread for 256-RB allocation.
[bookmark: _Toc84000242]2.4.4	ICI compensation for high MCS
In [10], a few companies argue that the gain obtained by alternative clustered structured is more prominent for high MCS. To explore this hypothesis, we perform ICI compensation for the following two options:
· Rel-15 PTRS structure + Direct de-ICI filtering approach (see Annex A1) without PTRS power boosting.
· Orthogonal circulant PTRS + Orthogonal circulant ICI approximation (see Annex A4) with 3 dB PTRS power boosting, which is the best operating alternative clustered PTRS structure, as it was shown in the previous section.

In Figure 36-Figure 41, we show required SNR at 10% BLER for all combinations of the following parameters for the case of 120 kHz SCS and MCS26 (12 scenarios):
· Subcarrier spacing: 120 kHz, 480 kHz, 960 kHz
· Channel model: TDL-A, TDL-D
· Delay spread: 10 ns
· Bandwidth: 64 RBs, 256 RBs
In each of the bar graphs, a horizontal line is drawn corresponding to the required SNR for the best performing orthogonal circulant clustered PTRS block PTRS with 3 dB PTRS power boosting scheme. The following observation can be made from these simulation results.
· In TDL-A channel, even for high MCS, e.g., MCS26, there exist multiple choices of density and receiver parameters for Rel-15 PTRS structure without power boosting that outperform orthogonal circulant PTRS with 3 dB power boosting in terms of required SNR at 10% BLER for both 64-RB and 256-RB allocation for 120 kHz, 480 kHz, and 960 kHz subcarrier spacing.
· In TDL-D channel, the performance of the best setting for orthogonal circulant PTRS with 3 dB power boosting is on par with that of Rel-15 PTRS structure without power boosting with direct de-ICI algorithm for MCS26 for 120 kHz, 480 kHz, and 960 kHz subcarrier spacing.
· With short ICI compensation filter length, i.e., less ICI compensation complexity, the link performance of larger sub-carrier spacings, e.g., 480 kHz and 960 kHz, is better than 120 kHz subcarrier spacing. Therefore, to support high MCS, one can use higher subcarrier spacing rather than changing PTRS structure.
In summary, new alternative clustered PTRS structures even with 3 dB power boosting does not provide any prominent gain. Therefore, there is no need to support new PTRS structure. Our proposal is to retain the same Rel-15 distributed PTRS design for OFDM for all RB allocations and subcarrier spacings.
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[bookmark: _Ref83399184]Figure 36: Required SNR at 10% BLER for 120 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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Figure 37: Required SNR at 10% BLER for 480 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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Figure 38: Required SNR at 10% BLER for 960 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-A channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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Figure 39: Required SNR at 10% BLER for 120 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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Figure 40: Required SNR at 10% BLER for 480 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
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[bookmark: _Ref83399238]Figure 41: Required SNR at 10% BLER for 960 kHz SCS MCS 26 and 60 GHz carrier frequency in TDL-D channel with 10 ns DS comparing Rel-15 based PTRS and orthogonal circulant PTRS with 3 dB power boosting. The left is for 64-RB and the right for 256-RB allocation.
[bookmark: _Toc84000243]2.5 	Potential specification impact of new PTRS for CP-OFDM
In RAN1#106-e the following agreements were reached regarding details of specification impact for any proposed PTRS enhancement to facilitate drawing conclusion in RAN1#106b.
Agreement:
Further study and conclude on whether to introduce any PTRS enhancement for CP-OFDM by RAN1#106b.
· Note: details of specification impact for any proposed PTRS enhancement shall be provided to facilitate drawing conclusion in RAN1#106b


[bookmark: _Toc84000244]2.5.1 Clustered PTRS structure collision with existing NR reference signal
Figure 7 illustrates generalized clustered consist of C PTRS clusters and each cluster has M PTRSs. Square circulant PTRS and orthogonal circulant PTRS are special cases of this generalized clustered PTRS structure.
Because of the fast time-varying nature of the phase noise, the ICI components experienced by adjacent OFDM symbols can differ significantly. As a result, PTRSs need to be present in every non-DMRS OFDM symbol. For Rel-15 NR, PTRS can be configured to be present in every non-DMRS OFDM symbol and, in frequency domain, there is no more than one PTRS subcarrier per RB. The specs is defined such that, with proper configuration, PTRS does not collide with other RS, .e.g., CSI-RS for tracking (commonly referred to as tracking reference signal, TRS)
However, the same cannot be easily achieved with the alternative clustered PTRS structure shown in Figure 7. As discussed in Annex A.2-A.5, the size of each cluster of contiguous PTRS should satisfy M≥4u+1 in order to estimate a (2u+1)-tap approximation of the ICI filter. That is, even to estimate a 3-tap approximation of the ICI filter, each cluster should have at least 5 PTRS subcarriers. This type of clusters can frequently collide with other existing NR RS with no simple solution. One example is the CSI-RS for tracking (TRS) illustrated in Figure 32. Since there are only three subcarriers between two TRSs, there is not enough room to insert the needed minimum of five clustered subcarriers.
[bookmark: _Toc84000142]Clustered PTRS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution
[image: ]
[bookmark: _Ref82525054]Figure 42: Tracking reference symbol (TRS) mapping in NR
[bookmark: _Toc84000245]2.5.2 Adaptation between Rel-15 PTRS and clustered PTRS structure 
In Rel-15 PTRS, the density in the frequency domain depends upon number of allocated RBs, while the density in the time domain depends upon the allocated MCS. As part of UE capability signalling, a UE is able to provide recommendation regarding the resource block and MCS thresholds presented in Table 5.1.6.3-1 and Table 5.1.6.3-2. 
[image: ]
These recommendations allow the base station to configure UE specific threshold rather than applying a common set of general thresholds across all UEs. In Rel-15, only the values of ptrs-MCS1 and NRB1 are specified. Introducing new clustered PTRS requires significant discussion on RB thresholds, MCS thresholds, adaptation between Rel-15 PTRS and alternative clustered PTRS structure, and new PTRS structure parameters which includes: 
•	PTRS sequence: Currently, there are three main candidates in the discussion, i.e., (i) orthogonal cyclic sequence [4], square cyclic sequence [5], and sequence with ZP tones [8].
•	Supported number of PTRS clusters
•	Supported number of PTRS in each cluster
•	Power boosting factor(s)
The optimal configuration of PTRS is function of channel model, phase noise model, delay spread, subcarrier spacing, ICI compensation filter length, ICI compensation algorithm, number of allocated RBs, and MCS. Considering extensive discussion on alternative PTRS structure, insignificant gain of new PTRS, and limited time of this WI, we propose to conclude this discussion and retain with Rel-15 PTRS.
[bookmark: _Toc84000246]2.6 	Potential PT-RS Enhancements for DFT-s-OFDM
The following agreement was made in RAN#106e regarding potential PTRS enhancement for DFT-s-OFDM:Agreement:
Further study and conclude on whether to introduce (Ng = 16, Ns = 2, L = 1) and/or (Ng = 16, Ns = 4, L = 1) for DFT-s-OFDM by RAN1#106b.
•	Note: Ng number of PT-RS groups, Ns number of samples per PT-RS group, and PTRS every L number of DFT-s-OFDM symbols
•	FFS applicable to which RB allocation(s) if agreed to introduce (Ng = 16, Ns = 2, L = 1) and/or (Ng = 16, Ns = 4, L = 1)

To study the need for introducing new PTRS pattern for DFT-s-OFDM, we perform phase compensation for the case of 120 kHz SCS, 256 PRBs, and MCS22 for TDL-A channel with 10 ns delay spread for following three PTRS pattern options:
· Rel-15 PTRS pattern: Ng = 8, Ns = 4, L = 1
· New PTRS pattern: Ng = 16, Ns = 2, L = 1
· New PTRS pattern: Ng = 16, Ns = 4, L = 1
[image: ]
[bookmark: _Ref83639207]Figure 43: BLER plot comparing performance of different PTRS patterns with (Ng=8, Ns=4), (Ng=16, Ns=2), (Ng=16, Ns=4) for DFT-s-OFDM for MCS22 in TDL-A channel with 10 ns DS.
Figure 43 shows that the BLER performance using the existing Rel-15 PTRS pattern (Ng=8, Ns=4) is on par with the new alternative PTRS pattern (Ng=16, Ns=2). The BLER performance using the new PTRS pattern with increased density (Ng=16, Ns=4) is worse than existing Rel-15 PTRS pattern (Ng=8, Ns=4). This is because the gain of better phase noise mitigation from using (Ng=16, Ns=4) pattern does not make up for the loss of coding gain due to higher PTRS overhead. Additionally, there is no need to optimize PTRS pattern for high MCS in DFT-s-OFDM since DFT-s-OFDM intended for coverage scenarios. We propose to retain with the existing Rel-15 PTRS pattern for DFT-s-OFDM.
[bookmark: _Toc84000247]2.7	DMRS Enhancements
The following agreement related to DMRS enhancement was made in RAN1#106-e:
Agreement:
· For 480 kHz and/or 960 kHz SCS, for rank 1 PDSCH at least with DMRS type-1, support a configuration of DMRS where the UE is able to assume that FD-OCC is not applied.
· Note: “FD-OCC is not applied” refers to the UE may assume that a set of remaining orthogonal antenna ports are not associated with the PDSCH to another UE, wherein the set of remaining orthogonal antenna ports are within the same CDM group and have different FD-OCC 
· FFS whether applies to DMRS type-2
· Down select between the following options for the indication to UE
· RRC configuration 
· antenna port(s) field in DCI scheduling the rank 1 PDSCH 


In this agreement, the enhancement is that for DMRS Type-1 for a rank-1 PDSCH transmission with 480/960 kHz SCS, a mechanism is supported whereby the UE can be informed that the set of remaining orthogonal antenna ports in a CDM group corresponding to a different FD-OCC are not allocated to another UE. An example of this type of functionality exists for rank-2 PDSCH transmissions according to the following:



· Table 7.3.1.2.2-1: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=1For DM-RS configuration type 1, 
-	if a UE is scheduled with one codeword and assigned with the antenna port mapping with indices of {2, 9, 10, 11 or 30} in Table 7.3.1.2.2-1 and Table 7.3.1.2.2-2 of Clause 7.3.1.2 of [5, TS 38.212], or
-	if a UE is scheduled with one codeword and assigned with the antenna port mapping with indices of {2, 9, 10, 11 or 12} in Table 7.3.1.2.2-1A and {2, 9, 10, 11, 30 or 31} in Table 7.3.1.2.2-2A of Clause 7.3.1.2 of [5, TS 38.212], or
-	if a UE is scheduled with two codewords, 
the UE may assume that all the remaining orthogonal antenna ports are not associated with transmission of PDSCH to another UE.

	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	0
	1
	0

	1
	1
	1

	2
	1
	0,1

	3
	2
	0

	4
	2
	1

	5
	2
	2

	6
	2
	3

	7
	2
	0,1

	8
	2
	2,3

	9
	2
	0-2

	10
	2
	0-3

	11
	2
	0,2

	12-15
	Reserved
	Reserved



The open issues in the above agreement are the following:
1. Whether or not the functionality should be extended to Type-2 DMRS
2. How to inform the UE
· By an RRC parameter that would applies to all rank-1 PDSCH transmissions for Type-1 DMRS
· By the antenna port(s) field in DCI scheduling the rank-1 PDSCH

[bookmark: _Toc84000248]2.7.1	Type-2 DMRS
We don't think that the above DMRS enhancement should apply to DMRS Type-2. In addition to loss of orthogonality among CDM'd DMRS ports, DMRS type 2 suffers from poor channel estimate interpolation when channel delay spread is large in 480 kHz and 960 kHz SCS due to the larger frequency separate of CDM groups compared to DMRS Type-1. DMRS Type-2 is mainly designed for user multiplexing which is less relevant for NR operation beyond 52.6 GHz. 
[bookmark: _Toc84000173]Do not support enhancement of DMRS Type-2
[bookmark: _Toc84000249]2.7.2	Indication mechanism
Regarding the indication mechanism, we think an RRC parameter would be simplest from a specification effort and flexibility point of view. The RRC parameter would simply enable/disable the functionality. Using the other approach listed above (antenna ports field in DCI), it will be necessary to introduce a new set of antenna port tables in 38.212 and make use of the reserved values. It is not clear that there are sufficient number of reserved values in all tables to cover all the relevant rank-1 transmission scenarios. In contrast, use of an RRC parameter can apply to all rank-1 transmission scenarios in the existing tables, and is thus most flexible.
[bookmark: _Toc84000174]Support an RRC parameter to indicate that for DMRS Type-1 for a rank-1 PDSCH transmission with 480/960 kHz SCS, the UE can assume that the set of remaining orthogonal antenna ports in a CDM group corresponding to a different FD-OCC are not allocated to another UE.
[bookmark: _Toc84000250]Conclusion
In this paper we made the following observations: 
Observation 1	The HARQ process ID fields in various DCI formats need to be extended to support 32 HARQ processes. The bit field extension can be handled by the on-going work in the Rel-17 NTN WI.
Observation 2	For multi-PUSCH scheduling in Rel-17, frequency hopping is beneficial to achieve frequency diversity for some use cases, even in unlicensed spectrum, and hence should not be precluded.
Observation 3	The semi-static codebook generation scheme agreed in RAN1#106-e can support single and multiple PDSCHs in a single slot in single and multiple TRP transmission scenarios. No impact is anticipated from whether or not a UE supports multiple PDSCHs in a single slot in various DL transmission scenarios.
Observation 4	Applying configurable time domain HARQ-ACK bundling to dynamic codebook can reduce the HARQ-ACK codebook size, thus achieving a configurable balance with retransmission efficiency depending on the deployment scenario.
Observation 5	In an extreme case, when NHBG is set to 1, all HARQ-ACK bits corresponding to the PDSCHs scheduled by the same DCI are bundled into a single bit. In this case same HARQ-ACK sub-codebook can be used for single and multiple PDSCH scheduling.
Observation 6	For dynamic HARQ-ACK codebook with NACK padding, the positions of the padding bits have impact on the UCI decoding performance. It is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver.
Observation 7	UE PDSCH/PUSCH processing timelines for 480/960 kHz SCS should to be tightened compared to 4x / 8x scaling of the 120 kHz SCS values to enable high performance NR operation in 52.6 to 71 GHz.
Observation 8	Even for small RB allocation, enhanced PTRS structure with K = 1 or K=0.5 does not provide additional performance gain over the existing Rel-15 PTRS structure (K = 2 and K=4).
Observation 9	For every tested scenario, Rel-15 PTRS + direct de-ICI receiver with multiple settings for the PTRS density can be used to outperform the best settings for square and orthogonal circulant PTRS with square and orthogonal circulant ICI filter approximation without significant phase noise compensation complexity increase or even decreased phase noise compensation complexity.
Observation 10	For every tested scenario, best setting for orthogonal circulant PTRS with 3 dB power boosting does not provide additional gain over the best setting for existing Rel-15 PTRS structure + direct de-ICI receiver.
Observation 11	The performance of square and orthogonal ICI filter approximation is worse than Rel-15 PTRS structure with direct de-ICI filtering because of the various fundamental design issues identified in Annex A:
1.	ICI filter approximation with block PTRS does not fully utilize all received PTRS symbols.
2.	Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice.
3.	The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels.
4.	The approximate filter estimation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noises from clusters and subcarriers with weak received SNR.
Observation 12	The ICI filter approximation receiver with single-tone PTRS (see Annex A.5) requires excessive power boosting which can result in both substantial link performance losses and severe out-of-band intermodulation leakages.
Observation 13	Clustered PTRS structure can frequently collide with existing NR reference symbols (such as CSI-RS and TRS) with no simple avoidance solution
Observation 14	Complexity of ICI mitigation is dominated by frequency domain de-ICI filtering. Matrix inversion constitutes no more than 2% of the total complexity for realistic filter lengths and PXSCH allocations.

In this paper we made the following proposals:
Proposal 1	Confirm the working assumption that scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2, with removal of the FFS bullet of further limitations on maximum number of PDSCHs.
Proposal 2	Do not introduce a UE capability that restricts the maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI. Maximum 8 should be supported for all SCSs.
Proposal 3	Monitor the progress on feedback-disabled HARQ process and its impact on Type-1 and Type-2 HARQ-ACK codebook construction in the Rel-17 NTN WI to capture any potential conflicts with HARQ-ACK codebook enhancement for multi-PDSCH scheduling in the Rel-17 60GHz WI.
Proposal 4	Do not introduce constraints on maximum value of the gap between two consecutively scheduled PDSCHs/PUSCHs or maximum value of the gap between the first and the last scheduled PDSCH/PUSCH other than that inherently provided by the range of K0/K2 value.
Proposal 5	If the UE is configured to monitor for DCI format 2_0 and one of multiple PDSCH/PUSCH(s) scheduled by a single DCI collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated), the HARQ process number increment is not skipped for that PDSCH/PUSCH.
Proposal 6	In single TRP operation, for 480 and 960 kHz SCS, a UE does not expect to be scheduled with multiple PDSCHs/PUSCHs in a single slot, regardless multi-PDSCH scheduling is configured or not.
Proposal 7	In multiple TRP operation, for 480 and 960 kHz SCS, a UE does not expect to be scheduled with multiple PDSCHs in a single slot from the same TRP, regardless multi-PDSCH scheduling is configured or not.
Note: this does not preclude a UE being scheduled with two PDSCHs in the same slot from two different TRPs for the multi-DCI based NC-JT scenario.
Proposal 8	If the UE is configured with a TDRA table in which one or more rows contains multiple SLIVs, the UE is not expected to be configured with legacy single TRP PDSCH/PUSCH repetition. Legacy single-TRP repetition refers to either Rel-15 repetition through configuration of pdsch-AggregationFactor / pusch-AggregationFactor, or Rel-16 repetition through configuration of repetitionNumber / numberOfRepetitions within the TDRA table.
Proposal 9	Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
Proposal 10	Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.
Proposal 11	The discussion on whether to support CBG-based transmission for multi-PDSCH scheduling should be postponed until the on-going discussion on sub-codebook design for dynamic HARQ-ACK codebook enhancement is concluded.
Proposal 12	For 480/960 kHz SCS, for a DCI that can schedule single and/or multiple PUSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI and CBGFI fields are not present.
Proposal 13	After the aforementioned ambiguity is resolved in the Rel-16 maintenance WI, frequency hopping schemes for multi-PUSCH scheduling in Rel-16 should be carried over to multi-PUSCH scheduling in Rel-17.
Proposal 14	For a DCI that can schedule multiple PDSCHs, if the MCS/NDI/RV fields for the second TB is present in the DCI, they are signalled in the same way as for the corresponding fields for the first TB.
Proposal 15	Reuse the legacy RRC configuration parameter (maxNrofCodeWordsScheduledByDCI) to enable/disable 2-TB transmission for multi-PDSCH scheduling in Rel-17.
Proposal 16	Increase the maximum value for K0 to 64 slots at least for SCS 480 and 960 kHz to support multi-PDSCH scheduling.
Proposal 17	Increase the maximum value for K1 to 128 slots at least for SCS 480 and 960 kHz to support multi-PDSCH scheduling for non-fallback DCI.
Proposal 18	For PDSCH scheduled by fallback DCI, the K1 value in number of slots is directly indicated by the PDSCH-to-HARQ_feedback timing indicator field value, scaled by 4 and 8 for 480 and 960 kHz SCS respectively
Proposal 19	Increase the maximum value for K2 to 128 slots at least for SCS 480 and 960 kHz to support multi-PUSCH scheduling.
Proposal 20	Configurable time domain HARQ-ACK bundling for semi-static codebook, which generates a single HARQ-ACK feedback for multiple PDSCHs scheduled by the same DCI, can be considered.
Proposal 21	Support Option 2 for sub-codebook construction when CBG operation is configured (i.e., HARQ-ACK bits corresponding to CBG-based PDSCH reception and HARQ-ACK bits corresponding to multi-PDSCH reception are contained in separate sub-codebooks)
Proposal 22	Option 3 can be considered for sub-codebook construction when CBG operation is configured (i.e., UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group).
Proposal 23	Time domain HARQ-ACK bundling with configurable number of time bundling groups (including the extreme case of single bundling group) can be considered for dynamic codebook enhancement.
Proposal 24	Introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits to the beginning of a HARQ-ACK codebook, e.g., based on block interleaver, so that the HARQ-ACK codebook is better optimized for Polar coding.
Proposal 25	Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.
Proposal 26	RAN1 should discuss tightening of the N1/N2/N3 processing timelines. A starting point for discussion can be ½ of the values listed in the RAN1#106-e agreement.
Proposal 27	RAN1 should discuss tightening of the Z1/Z1'/Z2/Z2'/Z3/Z3' CSI computation delay requirements. A starting point for discussion can be ½ of the values listed in the RAN1#106-e agreement.
Proposal 28	Retain the same Rel-15 distributed PTRS design for OFDM for all RB allocations. Additional PTRS structure(s) are not needed.
Proposal 29	Do not support enhancement of DMRS Type-2
Proposal 30	Support an RRC parameter to indicate that for DMRS Type-1 for a rank-1 PDSCH transmission with 480/960 kHz SCS, the UE can assume that the set of remaining orthogonal antenna ports in a CDM group corresponding to a different FD-OCC are not allocated to another UE.
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[bookmark: _Toc84000252]Annex
[bookmark: _Toc84000253]A	Complexity analysis for ICI compensation algorithms 
Let the transmitted symbol and the channel response for sub-carrier  be  and , respectively. The time-varying phase noise induces inter-carrier-interference (ICI) in the frequency domain received signal :

In the following we discuss two compensation approaches. In the first, a filter on the received signal  is estimated directly such that the filtered received signal becomes approximately free of ICI. We refer to this as the de-ICI algorithm. In the second, the ICI filter  induced by the phase noise is estimated first. In this approach, the received signal is then filtered by the conjugate reverse of the estimated ICI filter. We refer to this as the ICI filter approximation algorithm.
[bookmark: _Toc46307393][bookmark: _Toc47085983][bookmark: _Toc84000254]A.1	Direct de-ICI filtering approach
PTRS are transmitted on sub-carriers . The values of  at these  sub-carriers are hence known and can be used to estimate a de-ICI filter of  taps:

For ICI compensation, the -tap de-ICI filter can be obtained from minimizing the residue sum of squares:

This is a least square problem with solution given by

Note that  is a  matrix. For  and ,  are hence small 3x3 and 5x5 matrices, respectively. To compensate the ICI, the received signal  is filtered by  and then fed to the OFDM demodulator.
Complexity analysis
Let  and 
· Estimation of the de-ICI filter
· Formation of the  Hermitian matrix : 	 MUL
· There are only  independent values in an  Hermitian matrix. Each value requires  MUL to compute.
· Formation of  vector :	 MUL
· Formation of  vector : 	 MUL
· Solving for : 	  MUL
· The MUL complexity of computing the Cholesky decomposition  is . The MUL complexity of solving  is .
· Filtering of the physical shared channel: 	 MUL
The total MUL complexity is

where it is assumed that the PTRS overhead is given by . For example, the total complexity for the 3-tap direct de-ICI filter is  MUL. For the 5-tap direct de-ICI filter, the total complexity is  MUL. It is clear the total complexity is dominated by the actual filtering of  MUL. The   complexity of solving for  does not scale with the number of RBs allocated to the data channel and hence contributes negligibly to the total complexity. For realistic filter lengths and PXSCH allocations, matrix inversion constitutes no more than 2% of the total complexity.

[bookmark: _Toc84000143]Complexity of ICI mitigation is dominated by frequency domain de-ICI filtering. Matrix inversion constitutes no more than 2% of the total complexity for realistic filter lengths and PXSCH allocations.

[bookmark: _Toc84000255]A.2	General ICI filter approximation approach
Let  denote the sub-carrier indices of the block of  contiguous known PTRS symbols. The object is to estimate a -tap filter  such that

Note that there are only  equations in the above because  is not known if  or . In comparison, the direct de-ICI filtering approach in the previous section always utilizes as many equations as the  known reference symbols regardless of the value of . That is, given the same amount of reference symbols, the direct de-ICI filtering approach in the previous section has higher reference symbol efficiency than the ICI filter approximation approach in this section.
Issue 1: ICI filter estimation with block PTRS does not fully utilize all received PTRS symbols.

The finite tap approximation of the ICI filter can be obtained from minimizing the following residue sum of squares:

This is a least square problem with solution given by

The dimension of the matrix  is also . To avoid the least square problem becoming under-determined, it is necessary that . That is, to estimate a -tap approximation of the ICI filter, the block size of contiguous known symbols should satisfy  and therefore must at least be roughly twice the length of the estimated ICI filter.
When there are  clusters of the block PTRS,  becomes a  matrix and  becomes a  vector by collecting the corresponding values from all  clusters, where . To compensate the ICI [6][7], the received signal  is filtered by  and then fed to the OFDM demodulator. This implicitly assumes the convolution of the true ICI filter  and the conjugate reverse of the estimated ICI filter is approximately a unit impulse signal [7]. 
Issue 2: Phase noise compensation with ICI filter approximation approach relies on an auto-deconvolution assumption that is not valid in practice.

Complexity analysis
[bookmark: _Hlk76048459]Denote the number of PTRS in a cluster as  and the number of clusters as . To enable comparing the complexity of different algorithms on the basis of the same total PTRS overhead, we assume the number of clusters as  such that the total PTRS overhead is (i.e., approximately the same as Rel-15 PTRS).
· Estimation of the approximate ICI filter
· Formation of the  matrix :	 MUL
· Formation of the  Hermitian matrix : 	 MUL
· Formation of  vector : 	 MUL
· Solving for : 	 MUL
· Filtering of the physical shared channel: 	 MUL
The total MUL complexity is then given by

For example, the total complexity for the 3-tap approximated ICI filter based on cluster size of  is  MUL. For the 5-tap approximated ICI filter based on cluster size of , the total complexity is  MUL. It is clear the total complexity is dominated by the actual filtering of  MUL. Note, as discussed in the above, the complexity reduction comes from not utilizing all the received PTRS values, which leads to lower performance.
[bookmark: _Toc84000256]A.3	Square circulant ICI filter approximation approach
In [5] it is proposed to use a cyclic sequence structure on the block PTRS sequence  of length  in order to obtain a circulant matrix for estimating the ICI filter. However, the matrix  does not have a circulant structure even if the PTRS sequence is cyclic because of the different channel coefficients multiplying the PTRS. To obtain the claimed circulant  matrix, the following equations are considered instead:

Note that this is an approximation since

The approximation is particularly problematic for larger sub-carrier spacings, which experience more channel selectivity on the sub-carrier level. Note also that the received values are divided by the channel coefficients, which will be discussed further below.
Issue 3: The construction of a circulant matrix with cyclic block PTRS sequence relies on an assumption that is invalid for frequency selective channels.

The parameterization of  in the proposed scheme is chosen to yield a unique solution of  without need of least square minimization. The advantage of the circulant matrix is that the solution can be computed using DFT:

where , “./” denotes element-wise division and  is the last column row of . This approach has an approximate complexity of  MUL.
When there are  clusters of the block PTRS, the circulant matrix structure can be retained if an identical PTRS sequence is used in every PTRS cluster. The vector  then collects the equalized received PTRS values from all clusters:

It’s clear from the above that  is obtained with an anti-match-filter combiner: received PTRS values from different clusters and different subcarriers within each cluster are divided by the corresponding channel coefficients. Such combining amplifies noises from clusters and subcarriers with weak received SNR.
Issue 4: The approximate filter estimation with circulant PTRS matrix involves anti-match-filter combining, which amplifies noises from clusters and subcarriers with weak received SNR.

Complexity analysis
Denote the number of PTRS in a cluster as  and the number of clusters as . To enable comparing the complexity of different algorithms on the basis of the same total PTRS overhead, we assume the number of clusters as  such that the total PTRS overhead is (i.e., approximately the same as Rel-15 PTRS).
· Estimation of the approximate ICI filter
· Formation of the  vector :	 MUL
· Solving for  in the transformed domain: 	 MUL
· Filtering of the physical shared channel: 	 MUL
The total MUL complexity is given by

For example of using an identical cyclic sequence in every cluster, the total complexity for the 3-tap approximated ICI filter based on cluster size of  is  MUL. For the 5-tap approximated ICI filter based on cluster size of , the total complexity is  MUL. It is clear the total complexity is still dominated by the actual filtering of  MUL. Note, as discussed in the above, the complexity reduction comes from not utilizing all the received PTRS values and, in particular, from anti-match-filter combining, both of which lead to lower performance.
[bookmark: _Toc84000257]A.4	Orthogonal circulant ICI filter approximation approach
In [4] it is proposed to use a cyclic ZC sequence structure on the block PTRS sequence.

If  is a ZC sequence of length , then  by the perfect cyclical auto-correlation property of the ZC sequences. To obtain an estimate for , the length of the ZC sequence needs to satisfy . The least square solution simplifies to

Since the dimension of  is , the complexity of this step is  MUL. 
With an identical block PTRS sequence is used in every cluster, then the vector  then collects the equalized received PTRS values from all clusters as described in the last section for the square circulant matrix case. It’s clear that  is obtained with an anti-match-filter combiner: received PTRS values from different clusters and different subcarriers within each cluster are divided by the corresponding channel coefficients. 
Complexity analysis
Denote the number of PTRS in a cluster as  and the number of clusters as . To enable comparing the complexity of different algorithms on the basis of the same total PTRS overhead, we assume the number of clusters as  such that the total PTRS overhead is (i.e., approximately the same as Rel-15 PTRS). Note that .
· Estimation of the approximate ICI filter
· Formation of the  vector :	 MUL
· Solving for : 	 MUL
· Filtering of the physical shared channel:	 MUL
The total MUL complexity is given by

It is clear the total complexity is still dominated by the actual filtering of  MUL. Note, as discussed in the above, the complexity reduction comes from not utilizing all the received PTRS values and, in particular, from anti-match-filter combining, both of which lead to lower performance.
[bookmark: _Toc84000258]A.5	Single-tone filter ICI approximation approach
In [8], a block PTRS structure of a single power-boosted PTRS tone surrounded by zero-power symbols was proposed. The stated purpose was to avoid matrix inversion in the direct de-ICI algorithm by converting the  matrix in the square circulant estimation algorithm into a diagonal matrix to further simplify the evaluation of the approximate ICI filter. 
However, as discussed in the above for every phase noise ICI mitigation algorithm, the total complexity is always dominated by the actual filtering of  MUL. For the direct de-ICI algorithm, matrix inversion constitutes no more than 2% of the total complexity for realistic filter lengths and PXSCH allocations.
Extensive evaluation provided by the proponent company revealed that this single-tone block PTRS structure can only achieve comparable performance with Rel-15 PTRS when excessive power boosting is used. We have serious concerns about such single-tone power boosting. First of all, because of power spectral density restriction, such single-tone power boosting would necessarily push down the transmit power for other data carrying subcarriers resulting in overall substantial link performance losses. Furthermore, multiple highly power-boosted tones will breed severe intermodulation leakages out of the transmission band. This can cause severe interference to other systems including other regulatory bands supporting important mission-critical infrastructure.
Issue 5: The approximate filter estimation with single-tone PTRS requires excessive power boosting which can result in both substantial link performance losses and severe out-of-band intermodulation leakages.
[bookmark: _Toc84000259]B	Link level simulation results 
[bookmark: _Toc84000260]B.1	Simulation results for PTRS enhancement
Table 9-Table 12 include the required SNR in dB to achieve 10% BLER corresponding to all of the graphical results presented Subsections 2.4.2, 2.4.3, and 2.4.4. The best performing setting for each PTRS structure is highlighted in green/beige cell, where green cell represents the best scenario amongst all PTRS structures. We can see that Rel-15 PTRS with direct de-ICI algorithm outperforms in all 8 tested scenarios for different combination of channel model, delay spread, and allocated RBs.
[bookmark: _Ref77711910][bookmark: _Hlk77264881]Table 9: Required SNR in dB to achieve BLER of 10% for 120 kHz SCS for MCS 22 for TDL-A with 10 ns delay spread.
	
	
	Rel-15 PTRS
	Square circulant PTRS
	Orthogonal circulant PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	19.2
	18.8
	19.4
	19.1
	19.8
	19.8
	19.8
	19.4/

	
	L=3
	17.8
	18.2
	19.9
	21.2
	18.9
	20.1
	18.5
	18.9

	
	L=5
	17.5
	18.6
	18.9
	20.6
	19.2
	21.3
	18.4
	19.6

	
	L=7
	17.6
	19.6
	20
	24.6
	19.9
	22.8
	18.7
	20.7

	
	L=9
	18
	21.2
	19.8
	24.2
	20.6
	-
	19.2
	-

	
	L=11
	18.4
	23.5
	19.7
	24
	21.4
	-
	19.7
	-

	256-RB allocation
	L=1
	 -
	-
	-
	-
	-
	-
	-
	-

	
	L=3
	18.7
	18.4
	-
	25.7
	19
	19.1
	19
	18.7

	
	L=5
	17.2
	17
	18.6
	18.9
	17.6
	18.4
	17.5
	17.7

	
	L=7
	16.8
	16.8
	17.8
	18.2
	17.4
	18.7
	17.2
	17.7

	
	L=9
	16.7
	16.8
	17.6
	18.1
	17.5
	19.2
	17.2
	18

	
	L=11
	16.7
	16.9
	17.6
	18.4
	17.8
	19.8
	17.3
	18.4



Table 10: Required SNR in dB to achieve BLER of 10% for 120 kHz SCS for MCS 22 for TDL-A with 40 ns delay spread.
	
	
	Rel-15 PTRS
	Square circulant PTRS
	Orthogonal circulant PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	18.9
	18.4
	19.1
	18.9
	19.5
	19.8
	19.5
	19.3

	
	L=3
	17.1
	17.6
	19.6
	21.1
	18.2
	20.4
	17.8
	18.9

	
	L=5
	16.7
	17.9
	18.4
	20.7
	18.8
	22.3
	17.8
	20.2

	
	L=7
	16.9
	19
	19.9
	-
	20
	24.5
	18.6
	21.9

	
	L=9
	17.3
	20.7
	19.6
	26.9
	21.3
	-
	19.5
	-

	
	L=11
	17.7
	22.8
	19.6
	26.9
	22.5
	-
	20.5
	-

	256-RB allocation
	L=1
	-
	-
	-
	-
	-
	-
	-
	-

	
	L=3
	18.2
	17.8
	-
	-
	18.7
	18.4
	18.8
	18.1

	
	L=5
	16.4
	16.2
	18.1
	18.4
	16.9
	17.3
	16.8
	16.8

	
	L=7
	16
	16
	17.1
	17.6
	16.7
	17.7
	16.5
	16.8

	
	L=9
	15.9
	16
	16.8
	17.8
	16.8
	18.6
	16.5
	17.4

	
	L=11
	15.8
	16.1
	16.8
	18.3
	17.2
	19.5
	16.6
	18



Table 11: Required SNR in dB to achieve BLER of 10% for 120 kHz SCS for MCS 22 for TDL-D with 10 ns delay spread.
	
	
	Rel-15 PTRS
	Square circulant PTRS
	Orthogonal circulant PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	15.3
	14.9
	15.5
	15.1
	15.5
	15.2
	15.6
	15.1

	
	L=3
	14.1
	14.5
	15.9
	16.6
	14.3
	15
	14.2
	14.3

	
	L=5
	13.9
	14.9
	15.1
	16.1
	14.3
	15.7
	14
	14.6

	
	L=7
	14.1
	16
	15.7
	18.2
	14.7
	16.8
	14.1
	15.3

	
	L=9
	14.5
	17.3
	15.6
	17.9
	15.2
	-
	14.4
	-

	
	L=11
	14.9
	19.4
	15.5
	17.8
	15.8
	-
	14.7
	-

	256-RB allocation
	L=1
	22.5
	19.9
	22.9
	20.3
	22.8
	19.9
	23.1
	20

	
	L=3
	15.2
	14.9
	19.4
	18.7
	15.2
	14.9
	15.4
	14.8

	
	L=5
	13.8
	13.7
	15.2
	15.4
	13.9
	13.9
	14
	13.7

	
	L=7
	13.5
	13.6
	14.5
	14.9
	13.7
	13.9
	13.7
	13.5

	
	L=9
	13.4
	13.7
	14.3
	14.8
	13.6
	14
	13.6
	13.5

	
	L=11
	13.5
	13.8
	14.3
	15
	13.7
	14.3
	13.5
	13.7



[bookmark: _Ref77711914]Table 12: Required SNR in dB to achieve BLER of 10% for 120 kHz SCS for MCS 22 for TDL-D with 40 ns delay spread.
	
	
	Rel-15 PTRS
	Square circulant PTRS
	Orthogonal circulant PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	15.8
	15.8
	15.9
	15.5
	15.9
	15.7
	16
	15.6

	
	L=3
	14.6
	14.6
	16.2
	17.1
	15
	15.3
	14.9
	14.8

	
	L=5
	14.3
	14.3
	15.6
	16.6
	14.9
	16.1
	14.6
	15.1

	
	L=7
	14.6
	14.6
	16.2
	19.3
	15.2
	17.3
	14.8
	15.9

	
	L=9
	14.9
	14.9
	16.1
	19.1
	15.7
	-
	15
	-

	
	L=11
	15.3
	15.3
	16
	19.1
	16.3
	-
	15.4
	-

	256-RB allocation
	L=1
	23.6
	23.6
	24.2
	21.1
	24
	20.8
	24.3
	20.9

	
	L=3
	15.6
	15.6
	19.9
	19.2
	15.7
	15.4
	15.8
	15.3

	
	L=5
	14.3
	14.3
	15.7
	15.8
	14.4
	14.5
	14.4
	14.4

	
	L=7
	14
	14
	14.9
	15.2
	14.3
	14.5
	14.3
	14.2

	
	L=9
	13.9
	13.9
	14.8
	15.3
	14.3
	14.6
	14.3
	14.2

	
	L=11
	13.9
	13.9
	14.7
	15.6
	14.3
	14.9
	14.2
	14.3





Table 13: Required SNR in dB to achieve BLER of 10% for MCS 26 for TDL-A with 10 ns delay spread
	
	
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	120 kHz SCS
	480 kHz SCS
	960 kHz SCS

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2
	K=4
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	-
	-
	-
	-
	-
	-
	-
	-
	27.4
	24.2
	27.2
	24.9

	
	L=3
	-
	-
	-
	-
	22.6
	22.4
	23.0
	23.6
	21.2
	21.1
	21.9
	22.6

	
	L=5
	25.8
	28.0
	25.6
	26.5
	21.8
	22.5
	22.7
	24.5
	21.1
	21.8
	22.2
	24.9

	
	L=7
	24.2
	27.8
	24.8
	27.1
	21.8
	23.6
	23.3
	26.2
	21.4
	23.0
	23.4
	27.6

	
	L=9
	24.0
	30.2
	24.9
	-
	22.1
	25.4
	24.2
	-
	21.8
	24.7
	24.6
	-

	
	L=11
	24.3
	-
	25.3
	-
	22.5
	28.0
	25.1
	-
	22.2
	26.6
	26.1
	-

	256-RB allocation
	L=1
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	L=3
	-
	-
	-
	-
	24.1
	22.9
	24.4
	23.2
	21.6
	20.9
	22.0
	21.7

	
	L=5
	27.1
	25.6
	26.5
	25.4
	21.9
	21.2
	22.3
	21.7
	20.8
	20.7
	21.5
	22.0

	
	L=7
	23.8
	23.2
	23.9
	23.8
	21.5
	20.9
	21.9
	21.7
	20.8
	21.0
	21.8
	23.5

	
	L=9
	23.0
	22.6
	23.3
	23.6
	21.3
	20.9
	21.9
	22.1
	20.8
	21.4
	22.3
	25.2

	
	L=11
	22.7
	22.5
	23.2
	23.7
	21.3
	21.0
	21.9
	22.6
	20.9
	21.9
	23.0
	26.8



Table 14: Required SNR in dB to achieve BLER of 10% for MCS 26 for TDL-D with 10 ns delay spread

	
	
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)
	Rel-15 PTRS
	Orthogonal circulant PTRS (3 dB PB)

	
	
	120 kHz SCS
	480 kHz SCS
	960 kHz SCS

	
	
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2
	K=4
	K=2 eq.
	K=4 eq.
	K=2
	K=4
	K=2 eq.
	K=4 eq.

	64-RB allocation
	L=1
	-
	-
	-
	-
	-
	-
	-
	-
	22.8
	21.0
	22.7
	21.0

	
	L=3
	-
	-
	-
	27.2
	19.5
	19.5
	19.6
	19.1
	19.1
	19.2
	19.2
	19.3

	
	L=5
	21.2
	22.7
	20.6
	21.0
	18.9
	19.8
	18.9
	19.3
	19.2
	20.1
	19.4
	19.8

	
	L=7
	20.2
	22.9
	19.7
	21.3
	19.0
	21
	19.0
	20.1
	19.6
	21.5
	19.7
	20.8

	
	L=9
	20.1
	25.0
	19.7
	-
	19.4
	22.7
	19.3
	-
	20.1
	23.5
	20.0
	-

	
	L=11
	20.4
	31.3
	19.9
	-
	19.9
	25.4
	19.7
	-
	20.7
	26.8
	20.3
	-

	256-RB allocation
	L=1
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	L=3
	-
	-
	-
	-
	21.0
	19.9
	21.0
	19.9
	19.6
	19.2
	19.7
	19.2

	
	L=5
	22.3
	21.0
	21.9
	20.5
	18.9
	18.4
	19.1
	18.6
	19.0
	19.2
	19.1
	19.2

	
	L=7
	19.5
	19.1
	19.5
	18.8
	18.4
	18.2
	18.7
	18.3
	19.1
	19.6
	19.3
	19.5

	
	L=9
	18.7
	18.6
	18.8
	18.4
	18.3
	18.3
	18.6
	18.3
	19.2
	20.2
	19.5
	19.8

	
	L=11
	18.4
	18.5
	18.5
	18.3
	18.3
	18.4
	18.6
	18.4
	19.4
	20.8
	19.7
	20.2




Reliability of Polar sequence (N=64)

0	1	2	3	4	5	6	7	8	9	10	11	12	13	14	15	16	17	18	19	20	21	22	23	24	25	26	27	28	29	30	31	32	33	34	35	36	37	38	39	40	41	42	43	44	45	46	47	48	49	50	51	52	53	54	55	56	57	58	59	60	61	62	63	0	1	2	7	3	8	11	24	4	10	13	28	16	33	35	76	5	12	14	32	19	38	47	80	22	46	42	87	57	95	101	160	6	17	21	40	23	45	51	89	29	55	59	96	71	108	113	175	34	61	74	111	79	120	129	186	86	131	141	208	146	218	236	327	Polar bit sequence (Qi64)


Polar bit sequence (W(Qi64))



	4/4	
image82.png
30

25

20

15

SNR at 10% BLER

60 GHzSCS= 120 kHz, MCS26, TDL-D(10ns), 256 PRBs





image83.png
SNR at 10% BLER

30

25

20

15

60 GHz, SCS= 480 kHz, MCS26, TDL-D(10ns), 64 PRBs

Py 25 < 8




image84.png
SNR at 10% BLER

3060 GHz, SCS= 480 kHz,

MCS26, TDL-D(10ns), 256 PRBs

25 1
20 -
15+ 1
10 1
5
Py - 6‘3? ) &é?@
S S & >
=3 =3
o A Py
o o o
R o
o o
@ @
° o
06‘\0 Q@‘\




image85.png
SNR at 10% BLER

3060 GHz, SCS= 960 kHz, MCS26, TDL-D(10ns), 64 PRBs

25

20

15 - CPE comp. i





image86.png
3060 GHz, SCS= 960 kHz,

MCS26, TDL-D(10ns), 256 PRBs

25+ 1
o
w
a
©20f — — 1
o
—
® 15F i
24
=
0w

10} 1

5
z 25 &&?@ &é?@
& S @ @
A Q\e\,\f) ¢ e
(\\.- (\\..
‘\("\)\3 ‘\(C\)\b
O3 O3
o o
06‘\0 06‘\0




image87.png
Frequency

Configurable TRS symbol positions.
For frequency range 1 symbol pair position (4,8), (5,9) and (6,10) are allowed.
For frequency range 2 all symbol pair positions within one slot with intersymbol distance 4 are allowed

Fixed TRS inter symbol distance = 4 OFDM symbols

—— R ——

ResourceBlocks

Subcarriers

Fixed TRS subcarrier distance =
= 4subcarriers

} Configurable TRS subcarrier offset

olil2Ts a5 el e s mwlulnlnlolilals a5 e 7 s s [w0]w]w]15]0FDMSymbolindexwithin slot
1 2 Slot number within TRS burst

Time




image88.png
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