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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the previous RAN1 meetings, from #103-e to 106-e, many agreements were made on the XR traffic model, evaluation methodologies and simulation assumptions. Based on these agreements, we perform system level simulations for single stream XR. 
In this contribution, we present our initial performance evaluation results for XR.
Simulation Assumptions, Traffic Model and KPI
In this section we summarize the simulation assumptions, traffic mode and KPI for XR capacity evaluation.
Simulation Assumptions
In the RAN1#106-e meeting[2], agreements were made to capture the initial performance evaluation results for capacity.Agreement 
· For capturing the observations for capacity for XR, following aspects are considered.
· Baseline capacity performance
· Various parameters/modeling on capacity performance, including the capacity performance with different assumptions, capacity performance with multi-stream traffic model, etc.
· FFS: Potential enhancement on capacity performance
· For capturing the observations for various parameters/modeling on capacity performance, the following could be considered
· Data-rate on capacity
· PDB/PER on capacity
· Multi-stream traffic on capacity
· Jitter impact on capacity
· Etc.
FFS: For capturing the observations from the evaluation results for potential enhancement on capacity performance

Based on the above agreement, we perform evaluation of the baseline XR capacity for Downlink. The baseline evaluation parameters for single stream DL video were agreed in RAN1#105-e[3].  For our simulations we consider DL AR/VR and CG video stream with data rate of 30Mbps at 60 fps. The agreed PDB value for AR/VR is 10ms and for CG the PDB value is 15ms. The baseline traffic models are summarised in Table 1.
Table 1 Summary of baseline single stream model
	
	
	Data rate 
[Mbps]
	Packet arrival rate
[fps]
	PDB
[ms]

	
DL
	AR/VR
	30
	60
	10

	
	CG
	30
	60
	15



Traffic Model
The various parameters for the packet generation were agreed in RAN1#104bis-e meeting[4]. The packet size follows a Truncated Gaussian distribution. The mean packet size is derived based on the date rate and the fps values.  Other required packet size parameters can be calculated using the mean value. For our evaluation purpose, we use consider the [STD, Max, Min] to be [10.5, 150, 50] % of the mean packet size. 
The arrival time of the packets is quasi-periodic due the presence of jitter.  For jitter we consider the baseline option with mean 0ms, STD 2ms and range [-4, 4]ms. The detailed traffic model parameters are given in Table 2.
Table 2 Single Stream DL XR Traffic model parameters
	Traffic model
Parameter
	CG
	VR/AR

	Data rate
	baseline: 30Mbps
	baseline: 30Mbps

	PDB
	baseline: 15ms
	baseline: 10ms

	Frame per second
	baseline: 60fps

	


Packet size
	Truncated Gaussian distribution for packet size
baseline: [STD, Max, Min]: [10.5, 150, 50] % of Mean packet size

	
	Parameter
	Value (Bytes)

	
	Mean
	65536

	
	STD
	6881

	
	Max
	98304

	
	Min
	32768

	Jitter
	J is drawn from a truncated Gaussian distribution
baseline: Mean: 0 ms; STD: 2 ms; Range: [-4, 4] ms



KPI for XR Capacity Evaluation
According to RAN1#103-e meeting[6] the system capacity is defined as,Agreement:
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately

For our evaluation we consider the value of X = 90, that is the system capacity is maximum number of users with at least 90 % of users being satisfied.
For calculating the percentage of satisfied users, we use the RAN1 agreement made in RAN1#104bis-e meeting [4] that states that a user is declared satisfied if more that 99 % of packets are successfully derived with the given air interface PDB of 10ms for AR/VR and 15ms for CG applications.  Here the 99% is the baseline value that was agreed in the meeting.
Other Simulation Assumptions
While performing the system level simulations for XR capacity evaluation for FR1, we assume that users are distributed unevenly across the cells. This results in an uneven load across the cells, but the average load across the simulation remains fixed.
Another factor to consider is the synchronization of arrival time of packets for different users or the traffic arrival offset. In our simulations we consider the traffic arrival offset to be zero, that is, initially, the packet arrival is synchronized for different users.
Also, the scheduler we consider is the SU-MIMO PF scheduler.
Initial Evaluation Results
In this section we present our initial evaluation results for FR1 downlink XR capacity in Dense Urban and Urban Macro scenarios. The simulations assumptions are summarized in Appendix A.
For all the figures, the x-axis denotes the average number of users per cell and the y-axis denotes the percentage of satisfied users per cell. We have performed evaluations for average user per cell = {2, 4, 6, 8 10}. 
Capacity Results for Dense Urban
Figure 1 shows the percentage of satisfied users per cell for Dense Urban scenario for AR/VR and CG applications. 
[image: ]
Figure 1 Average users per cell vs Percentage of satisfied users for FR1 Dense Urban scenario
From the figure, we can observe that for Dense Urban scenario, the system capacity for single stream AR/VR is 4 users per cell and single stream CG is 5 users per cell. For AR/VR, with 4 users per cell, 90.48% of users are satisfied. In case of CG, with 5 users per cell, 93.65% of users are satisfied.
Observation 1: For FR1 Dense Urban scenario, the system capacity for AR/VR, with PDB 10ms, is 4 users per cell for single stream XR video with 30Mbps data rate at 60fps.
Observation 2: For FR1 Dense Urban scenario, the system capacity for CG, with PDB 15ms, is 5 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Capacity Results for Urban Macro
Figure 2 shows the percentage of satisfied users per cell for Urban Macro scenario for AR/VR and CG applications. 
[image: ]
Figure 2 Average users per cell vs Percentage of satisfied users for FR1 Urban Macro scenario
From the figure, we can observe that for Urban Macro scenario, the system capacity for single stream AR/VR is 2 users per cell and single stream CG is 4 users per cell. For AR/VR, with 2 users per cell, 97.62% of users are satisfied. For CG, with 4 users per cell, 90.48% of users are satisfied.
Observation 3: For FR1 Urban Macro scenario, the system capacity for AR/VR, with PDB 10ms, is 2 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Observation 4: For FR1 Urban Macro scenario, the system capacity for CG, with PDB 15ms, is 4 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Conclusions
In this contribution we presented our initial evaluation results for XR. Based on our system level simulation we have the following observations.
Observation 1: For FR1 Dense Urban scenario, the system capacity for AR/VR, with PDB 10ms, is 4 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Observation 2: For FR1 Dense Urban scenario, the system capacity for CG, with PDB 15ms, is 5 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Observation 3: For FR1 Urban Macro scenario, the system capacity for AR/VR, with PDB 10ms, is 2 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
Observation 4: For FR1 Urban Macro scenario, the system capacity for CG, with PDB 15ms, is 4 users per cell for single stream XR video traffic with 30Mbps data rate at 60fps.
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Appendix A: System Simulation Parameters
	Parameter
	Value

	Deployment
	Dense urban with single layer of Marco layer refers to TR 38.913
[bookmark: OLE_LINK1]Urban Macro refers to TR 38.913

	Channel model
	For Dense urban: 
· Uma refers to TR 38.901
For Urban Macro: 
· Uma refers to TR 38.901

	Layout
	For Dense urban: 
· 21 cells with wraparound, ISD = 200m
For Urban Macro: 
· 21 cells with wraparound, ISD = 500m

	Carrier frequency
	4GHz

	Subcarrier spacing
	30kHz

	System bandwidth
	Baseline: 100 MHz

	TDD configuration
	Option 1: DDDSU (S: 10D:2F:2U)

	BS Tx power
	49 dBm per 20 MHz

	BS antenna parameters
	For Dense Urban/Urban Macro scenario:
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· (dH, dV) = (0.5λ, 0.5λ)

	UE antenna parameters
	Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	BS height
	25 m

	UE height
	For Dense Urban/Urban Macro scenario:
· Outdoor UEs: 1.5 m
· [bookmark: OLE_LINK2]Indoor UTs: 3(nfl – 1) + 1.5; nfl ~ uniform(1,Nfl) where Nfl ~ uniform(4,8)

	BS antenna pattern
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	Omni-directional, 0 dBi

	Noise figure
	BS: 5 dB, UE: 9dB

	Downtilt
	For Dense urban: 
· 12 degree
For Urban Macro: 
· 6 degree

	UE distribution
	For Dense Urban/Urban Macro scenario: 
· 80% indoor, 20% outdoor

	UE speed
	3 km/h

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	MCS
	Up to 256QAM

	Transmission scheme
	Closed Loop MIMO

	Scheduler
	SU-MIMO PF

	CSI acquisition
	Realistic

	PHY processing delay
	Baseline: UE PDSCH processing Capability #1

	gNB processing delay
	3 Slots

	PDCCH overhead
	1/7

	DMRS overhead
	2 symbols 

	Target BLER
	10%

	Max HARQ transmission
	3




image1.png
Percentage of statisfied users

FR1, Dense Urban, 30Mbps, 60fps

100

— AR/VR PDB=10ms
4~ CGPDB=15ms

70

50

2 3 a 5 6 7 8 9 10
Average users per cell




image2.png
Percentage of statisfied users

100

EY

FRL, Urban Macro, 30Mbps, 60fps

— AR/VR PDB=10ms
4~ CGPDB=15ms

a 5 6 7 8 9 10
Average users per cell




