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1 Background
eXtended Reality (XR) and Cloud Gaming (CG) are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them [1].

The SID[1] provides the justification and objectives of the study – including confirmation of applications of interest, identification of traffic model(s), and identification of KPIs and evaluation methodology. Based on these, RAN1 is to carry out the evaluation of XR in 5G under various scenarios and traffic conditions towards characterization of the identified KPIs. Following is the objective from the SID.

	The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this paper, we discuss the remaining issues for the evaluation methodology for XR evaluation. 
2 Evaluation Methodology
1 
2 
[bookmark: _GoBack]Scenarios
During RAN1#103e meeting, following agreement was made due to the concern from companies that large number combinations of simulation parameters could increase workload of SI. 
	Agreement (RAN1#103e)
It is to be further discussed how to prioritize the combinations of deployment scenarios and applications after traffic models for each application are stable.


The first step of reducing simulation workload is to find the most relevant scenarios to each application of interest for evaluation.  Table 1 and Table 2 includes the list of relevant scenarios for each application considered for FR1 and FR2 respectively. We expect VR would be mostly used indoor environment since users wear head mount display (HMD). For AR, considering the use cases with HDM and wearable glasses, indoor hot spot and dense urban are more likely. UMa could be optionally evaluated considering low rate applications for AR glasses (e.g., XR scene with lower quality or minimal graphics and data). For CG, both indoor and dense urban scenarios can be considered given that CG on smartphone are getting more popular.
[bookmark: _Ref53689133][bookmark: _Ref54358913]Table 1 Evaluation Scenarios for different XR Applications (FR1)
	Applications
	VR
	AR
	CG

	Scenarios
	Indoor hot spot

	Indoor hot spot
Dense urban
Urban macro
	Indoor hot spot
Dense urban



[bookmark: _Ref54083446][bookmark: _Ref54083435]Table 2 Evaluation Scenarios for different XR Applications (FR2)
	Applications
	VR
	AR
	CG

	Scenarios
	Indoor hot spot
	Indoor hot spot
Dense urban
	Indoor hot spot
Dense urban



Proposal 1: Prioritize following deployment scenarios for VR, AR, and CG. Scenarios are listed in the order of relevance.
· For FR1 
· VR: Indoor hot spot
· AR: Indoor hot spot, Dense urban, Urban macro
· CG: Indoor hot spot, Dense urban
· For FR2
· VR: Indoor hot spot
· AR: Indoor hot spot, Dense urban
· CG: Indoor hot spot, Dense urban

Capacity
KPI
Related to KPI, we made following agreement on capacity during RAN103e meeting.
	Agreement (RAN1#103e)
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations



The remaining issue here is to define conditions for a UE being ‘satisfied’. The conditions could be called as quality requirements. Depending on the direction/nature of traffic, we could think of different requirements.
DL Traffic
One example of the “satisfied” or DL quality requirement could be “DL file(or packet) delivery ratio higher than X(e.g., 99%) percentage” based on the fact that lower percentage of files delivered within delay budget could degrades the quality of XR user experience. This type of metric is commonly used in RAN1 evaluation. 
On the other hand, it is noted that XR application quality can be better captured when considering the complex nature (spatial and temporal dependency) of XR content encoding, its dependency on service architecture, latency requirement to user’s motion, etc.  SA4 has provided a quality evaluation framework with various quality metrics.
Quality metrics for XR evaluation from SA4:
· From P’-Traces
· Packet loss rates
· Packet late rates
· From S’-Traces
· Slice loss rate
· Area loss rate for slice loss
· Area loss rate for suffix loss
· From V’-Trace
· Percentage of damaged area
· Average encoded PSNR
· Average PSNR
Given that we need time for the validation of SA4 traffic model and understanding, we propose to use packet error rate and delay as KPI for capacity evaluation first. We think RAN1 can continue investigation and considering of using percentage of damaged area as well as an additional KPI.

Proposal 2: For XR DL evaluation, use following performance metrics for evaluation.
· File error rate and a corresponding threshold (99%) to determine satisfaction of the quality condition
· Transmission delay
· FFS: Percentage of damaged area and a corresponding threshold to determine satisfaction of the quality condition

UL Traffic: UL Scene Upload
For AR applications, there is camera scene upload from UE to server. This is also video traffic but received and analyzed by XR engine at XR edge server.
Proposal 3: For XR UL scene upload evaluation, use following performance metrics for evaluation.
· File error rate and a corresponding threshold to determine satisfaction of the quality condition
· Transmission delay
· FFS: Percentage of damaged area and a corresponding threshold to determine satisfaction of the quality condition

UL Traffic: Pose 
In XR/CG application, user’s 3/6DOF pose tracking and/or control information is periodically sampled and transmitted in uplink. The pose/control update information is used at edge server in the rendering DL frames. In terms of uplink performance for the pose updates, what matters to end-user experience is how old is the pose that the server uses as a reference to render the next video frame. Specifically, we use a metric called ‘age of pose’ which is defined as follows. Suppose a server renders a frame at time T. The age of pose is (T – X), where X is the sampling time of the last pose that the server received before T. 
Referring to Figure 1, pose 2 is the last pose that the server received before the render time T (since pose 3 was lost). Therefore, X is defined to be the sampling time of pose 2, and the age of pose is computed as (T – X).
[image: ]
[bookmark: _Ref61616297]Figure 1 Age of Pose

Proposal 4: For XR UL pose/control info evaluation, use following metrics for evaluation.
· Age of pose (AOP)

Evaluation Methodology/Assumption
In this section we discuss remaining issues on simulation assumption.
Percentage of satisfied users across multiple drops
	Agreement (RAN1#103e)
[bookmark: _Hlk61488177]System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations


In case of there are multiple drops, the percentage of satisfied users across drops could be averaged to get the final value.
Proposal 5: The percentage of satisfied users is calculated as the average of percentage of satisfied users for each drop.

Channel Estimation
	Agreement (RAN1#103e)
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For channel estimation modeling, we propose to use realistic only to reduce the simulation workload.
Proposal 6: RAN1 considers realistic channel estimation only.

BS Height
	Agreement (RAN1#103e)
	Parameter
	Proposed value

	
	Indoor hotspot FR1/FR2
	Dense urban FR1/FR2

	Subcarrier spacing
	FR1: 30 kHz
FR2: 120 kHz

	BS height
	3m
	25m

	UE height
	hUT=1.5 m





Observation 1: Current BS height of 25ms for Dense urban scenario does not match with UMi BS height of 10m assumed in 38.901
Proposal 7: BS height for dense urban is updated to 10m according to UMi model (38.901).

Outdoor BS Antenna Configuration
	Agreement (RAN1#103e)
For outdoor scenarios, the baseline BS antenna parameters are as follows.
· FFS FR1, 
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4)
(dH, dV) = (0.5λ, 0.85λ)
· FR2:
· 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
(dH, dV) = (0.5λ, 0.5λ)
Other configurations can be optionally evaluated.



For FR1 outdoor BS antenna parameters, we support option 1.
Proposal 8: For FR1, BS antenna for outdoor scenario, support Option 1: 64TxRU, (M,N,P,Mg,Ng;Mp,Np) = (8,8,2,1,1;4,8)

UE Antenna ConfigurationAgreement:
UE antenna parameters for XR/CG evaluations are as follows
· FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
· FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°

Proposal 9: For FR2 UE antenna configuration, we support Option 1.

BS Antenna Downtilt
	Agreement (RAN1#103e)
·       For XR/CG evaluation, adopt the following assumptions for downtilt
· Dense Urban
· FFS: 6 or 12 degree
· Other downtilt can be optionally evaluated.
· Indoor hotspot
· 90° (pointing to the ground)
Other downtilt can be optionally evaluated



In the channel model, the UE height is fixed to 1.5m which indicates all the UEs are located at the ground floor. In such case, 12 degree tilt (from horizontal direction) is better choice than 6 degree. Workload need to be considered.
For FR2, the downtilt is not required because beamforming provides enough pointing angle flexibility.
Observation 2
· UE height is fixed to 1.5m only. So, 12 degree is preferred choice for deployment.
· Need to reduce simulation workload.
· For FR2, electrical tilting could be done by changing beam direction.
Proposal 10: 
· For Dense urban in FR1, use 12 degree only for FR1.
· For Dense urban in FR2, no downtilt is needed.

TDD Frame Structure
	Agreement (RAN1#103e)
Adopt the following TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
FFS detailed S slot format
Note: Other TDD configuration or FDD can be optionally evaluated.



The option 1 in TDD frame structure includes S slot. We propose a S slot format with 10 DL symbols, two gap symbols and two uplink symbols as shown in Figure 2. The two UL symbols could be used for PUCCH and SRS transmission.
Proposal 11: For evaluation, use the following slot format for S slot.
· 10 DL symbols, 2 gap symbols, 2 UL symbols

[image: ]
[bookmark: _Ref61256791]Figure 2 S slot format
Since DDDUU (Option 2) is allowed for FR1 evaluations and certain UL heavy application types would benefit from this TDD configuration even in FR2 deployment scenarios, therefore, Option 2 could be used also for FR2 evaluations.
Proposal 12: FR2 evaluations, support DDDUU TDD configuration as Option 2.  

System Bandwidth
	Agreement (RAN1#103e)
System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz (FFS: 200 MHz)
· FFS FR2



For FR2, in order to accommodate a broad range of application types and deployment scenarios in our evaluations, it is desirable to have a baseline bandwidth and optional bandwidth(s).
[bookmark: _Hlk61532674]Proposal 13: For FR2 evaluation, the baseline bandwidth should be set to 400 MHz and the optional bandwidth should be set to 800 MHz.

Scheduling Algorithm
Typical AR applications have generally tight DL file delay budget (FDB) requirement in the range of e.g., 10ms ~ 20ms. The given FDBs are quite tight considering large XR file size and multiple users in a cell. To meet the FDB requirement, one can think of scheduling algorithm considering remaining delay budget for each file. It is not difficult to imagine that such delay aware scheduling algorithm would perform better than others in handling traffics with tight latency requirement. So, it could direct impact on XR system capacity. In this regard, it would be very informative to study delay aware scheduler which could give an insight on the impact of scheduling algorithm on XR capacity.
Proposal 14: RAN1 studies XR capacity under various scheduling mechanisms including conventional PF scheduler and delay aware scheduler.
Another issue related scheduling is what to do with file which is late to schedule. In reality, it is up to gNB whether to schedule transmission or drop. Dropping late packets could help serving other data / users which is still before their expiration time, which could potentially increase capacity. In this regard, RAN1 could consider dropping late packets before being scheduled.
Proposal 15: For XR evaluation, DL scheduler drops late packets.
 
UE Staggering with Traffic Arrival Offsets
XR traffic is known to be pseudo periodic. Due to this nature, if two or more XR users’ traffic arrival times are similar to each other, the instantaneous workload for data transfer at gNB could increase rapidly and potentially extend the file transfer time to each XR UEs degrading system capacity. So, we see that the XR capacity could depend on the arrival time of XR traffics across UEs.  Studying the impact of different traffic arrival offset on DL/UL performance could provide insight on importance of traffic arrival adjustment in core network and RAN on XR capacity.
Proposal 16: RAN1 studies XR capacity under various assumptions on traffic arrival offset among UEs.



Power
KPI
For power study, we think following metrics could be considered.
· per-UE power consumption: This measures the average UE power consumption (modem+RF) for the considered duration. Total measured energy is divided by the total considered duration.
· Average power consumption across UEs: This is the average of per-UE power consumption across multiple UEs considered.
· 10, 50, 90%tile points in the CDF of per-UE power consumption: These metrics represent the bottom 10%, 50%, top 10% per UE power consumptions.

Power related metric could be based on what has been used during R16 UEPS SI. In XR SI, it would be meaningful to capture system level power as well to understand difference of UE power consumption in e.g., cell center and cell edge for better understanding of power usage of UEs.

Proposal 17: RAN1 adopts the following KPIs for XR power evaluation.
· Average per-UE power consumption for the considered duration
· Average power consumption across UEs
· 10, 50, 90%tile points in the CDF of per-UE power consumption

System Level Study for capturing Capacity - Power Trade-off 
In general, power consumption under a certain power saving scheme has impact on capacity. One good example is CDRX mechanism. UE configured with long CDRX cycle will stay longer in DRX off state, which leads to lower power consumption. However, longer sleep could incur increased queuing delay of DL data transmissions. Especially for applications with tight delay requirement like XR, the increased DL delay is directly translated to packet loss, having negative impact on capacity. This means one can easily show high power saving gain of a certain power saving scheme at the sacrifice of capacity. Due to this capacity and power trade-off (or coupling), the two pair of metrics (capacity, power) should be evaluated/analysed together. The interaction of these two metrics cannot be captured in link level study or single UE CDRX simulation study. It can be correctly captured through only system level simulation study. 
Proposal 18: RAN1 performs system level simulation method for power evaluation, especially to accurately evaluate the capacity-power trade-off.  In addition, power evaluation via system level simulation can evaluate impact from UE scheduling algorithm that cannot be captured by link level simulation. 

The conceptual trade-off between capacity and power is illustrated in Figure 3. The grey point in y axis is the baseline scheme w/o power saving scheme: UE is in always ON state (i.e., no DRX enabled). If CDRX is enabled, CDRX mechanism makes UE enter DRX OFF duration whenever possible, e.g., when inactivity timer expires. While UE is in OFF state, new packet could arrive at gNB and it could waste packet latency budget while sitting at gNB DL buffer until UE wakes up at upcoming DRX ON duration. Larger cycle could seriously affect UE’s packet reception ratio and could eventually make negative impact on capacity. The general trade-off relation of CDRX is denoted as red dashed line. There could be other power saving technique (blue dashed line), or enhanced techniques, which have better trade-off relation than legacy CDRX.

[image: ]
[bookmark: _Ref54347973]Figure 3 The tradeoff relation between capacity and power with power saving techniques


[bookmark: _Hlk54083781]Evaluation Methodology/Assumption
Baseline Power Evaluation Methodology
The power evaluation methodology defined in R16 UE Power Saving SI provides basic power consumption evaluation method for XR power evaluation. However, considering that system level power study is preferred, and UL power contribution is significant(20%-50%)[3], we see that there is a need to improve power evaluation method. In this section, we list the potential enhancements in power evaluation methodology given in [2].
Proposal 19: The UE power evaluation methodology in 38.840 is the baseline of XR power evaluation with additional enhancements.

Power Evaluation Subject to Capacity Constraint
Power evaluation needs to be done subject to a capacity constraint. This is the direct consequence of above observation of capacity - power trade-off. Since capacity is affected in negative way with power saving scheme applied, the evaluation/comparison of power saving schemes should be done subject to a certain capacity constraint, e.g., with minimal capacity hit.
Proposal 20: In case power saving gain of power saving techniques is quantified, the gain is evaluated, compared, and captured subject to a given capacity constraint.

Genie power saving scheme
The magenta point in Figure 3. denotes (capacity, power) point of Genie scheme. The Genie PS scheme can be defined, e.g., the PS scheme with which UE enters sleep state in all the slots where no transmission or reception happens. This scheme, by definition, should not give any impact on capacity number since UE receptions/transmissions are not affected by this scheme.  The Genie scheme will provide the maximum power saving gain since there is no slot not used for tx or rx. In this sense, the Genie scheme could be understood as providing the upper bound of power saving gain for the given realization of tx/rx trace. We think identification of Genie performance could be quite informative in the sense that it could shows the gap between current power performance and upper bound it can achieve.
Proposal 21: Evaluate Genie power performance, where Genie is the hypothetical power saving scheme allowing UE to enter sleep state in all the slots where no tx/rx occurs.
	
DL+UL co-simulation
For dynamic grant (DG)-based UL tx transmission, the UL transmission depends on UL grant reception which is received in preceding DL slots. The tx availability in the DL slots depends on DRX status of the UE, which highly depends on inactivity timer, etc. So, for DG based scheme, DL and UL traffic better be simulated together to correctly capture the interaction of CDRX status and UL tx opportunity. If this is not available, then, companies can explain the method used for DL+UL power evaluation.
Proposal 22: In power evaluation, it is recommended to simulate DL and UL together to capture interaction between DL and UL. If only one direction is considered, companies can report it with their results.

UL Power Contribution
In XR services, UL traffic is an important factor to consider since UL traffic capturing UL’s pose / control and scene is periodically sent to XR Edge Server and it’s power contribution to overall power consumption is significant. For example, for cell edge UEs, the UL power contribution could reach to 30% ~ 50% of total power consumption. It depends on UE transmit power, UL tx frequency, UL date rate, # of UEs per cell, etc. UEs in cell centre also have significant portion of UL power which ranges in 20%~35%. Thus, we see that power contribution from UL tx is indeed significant and should be captured in power study.
Proposal 23: UE power consumption from UL transmissions should be captured in power study.

FR1 Power Consumption for UL Transmission with Intermediate Tx Power
The UE power consumption due to UL transmission depends largely on power consumption of power amplifier. Larger tx power requires larger PA power consumption. In current power evaluation methodology[2], for FR1, the power consumption for 0dBm and 23dBm tx power are captured. There are no defined power consumption numbers for tx power for other tx power numbers. For single UE power study with the assumption of 0 or 23dBm transmission power, this is good enough. However, in system level study, where UE’s transmit power depends on pathloss and SNR target, this could be problematic in power consumption computation since UE’s transmit power would be different from 0dBm/23dBm in most of cases. To support UE power consumption for UE tx power different from 0dBm and 23dBm, we can consider using interpolation technique.
Figure 4 shows the results of linear interpolation between two end points of power consumptions for UL tx (14 symbols of PUSCH) is given (0dBm, 250) and (23dBm, 700). Using interpolation technique, 20dBm tx power gives power of 475.
[image: Machine generated alternative text:
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[bookmark: _Ref54288153]Figure 4 Interpolated Power consumption for Tx power between (0dBm, 250) and (23dBm, 700) for UL slot

Proposal 24: Support the linear interpolation-based power consumptions estimation for UL slots with tx power level other than 0dBm and 23dBm.
FR2 Power Consumption for UL Transmission with Intermediate Tx Power
For FR2, one UL relative power consumption is defined but the associated transmit power is FFS [2]. Therefore, like the approach for FR1, it would be useful to define at least two transmit power levels, their relative power consumption values and appropriate fitting function so that relative power consumption can be defined over a range of transmit power levels.    
Proposal 25: For FR2 power evaluations, support at least two transmit power levels and their associated relative power consumption values. 
Proposal 26: For FR2 power evaluations, support linear interpolation-based power consumptions estimation for UL slots within a transmit power range with the endpoints to be defined in Proposal 24. 
Bandwidth of FR2 Power Consumption Model
In [2], the configured bandwidth for the FR2 power model is 100 MHz with one component carrier (CC) and the model allows adaptation to higher bandwidths by increasing the number of CCs up to four. Consequently, the maximum bandwidth supported for FR2 power model is 400 MHz. In case 800 MHz system bandwidth is selected for XR evaluations, the power model in [2] needs to be modified to support this bandwidth. 
Proposal 27: For FR2 power evaluations, the power model in [2] needs to be extended to support 8CCs.

TDD frame Structure for UL Power Evaluation
One of the difficulties in power evaluation based on R16 UE power model [2] is the handling of special (S) slot, which includes both DL and UL symbols in the same slot. The difficulty arises due to a few reasons. 
· First, there is little or no modelling for S slot which could be the foundation of new modelling.
· Second, the power contribution of one DL symbol is different from power contribution of one UL symbol. This makes it hard to apply interpolation technique. If a slot is homogeneous (i.e., DL only symbols or UL only symbols), then it is easier to apply interpolation technique to estimate the slot power for slot with Z UL symbols with 1<Z<14 between two slot powers (e.g., X= UL slot (14 UL symbols) and Y=short PUCCH (1 UL symbol))
Observation 3: Power consumption for S slot needs to be discussed. 
Current power model has very limited UL slots. Considering that XR applications has large UL power contribution, it seems that additional UL slots may be needed to capture power consumption contribution from UL activity. The example UL slots would be 
· PUSCH+PUCCH+SRS
· PUCCH+SRS
· SRS
· Etc.
Observation 4: Additional power modelling for UL slots is needed to capture UL power contribution.

Impact of Jitter
XR traffic is often assumed to have a periodic arrival pattern. However, in reality, the starting point of each DL file (or frame) arrival could be variable, partially due to varying encoding delay and network transfer delay. If XR scene is dynamically changing or the size of frame is relatively larger than other frames, then encoder needs more time in encoding. Transmission delay in core network between XR edge server and gNB is another contributor to jitter. 
Figure 5 shows the two cases of jitter impact: early burst arrival (left) and late burst arrival (right). Suppose DRX start time is configured such that it is aligned with the expected burst arrival time (blue dotted line). The left figure shows the case jitter makes burst arrival happens earlier than expected time (DRX on duration start time). In this case, arrived traffic will sit in gNB’s buffer until DRX On duration starts, which increases over the air transmission latency. The right figure shows the case where burst arrives later than expected burst arrival time (DRX on duration start time). In this case, UE wakes up earlier and monitor PDCCH only until burst arrival happens and data scheduling starts. This will increase power consumption due to unnecessary PDCCH monitoring.
[image: ]
[bookmark: _Ref61117468]Figure 5 Impact of jitter on traffic arrival

Studying the impact of jitter could provide an insight on tradeoff between latency and power consumption. The uncertainty coming from random arrival of file could reduce the power saving gain of DRX since it requires more shorter DRX cycle to meet the tight delay requirement.
Observation 5: Jitter has an impact on latency and power.
Proposal 28: Study the jitter effect on UE power consumption and latency, especially when power saving techniques are evaluated.

Power Saving Effects of Different Power Saving Features 
The power saving evaluation could be done under different power saving schemes introduced R15, R16, or even R17. For example, following assumptions/schemes could be considered for power evaluation.
· CDRX
· WUS
· BWP switching
· Cross slot scheduling
· PDCCH skipping
· UE staggering intra/inter cells
· Combinations of above PS techniques
· Jitter effect of DL burst arrival
· Alignment of DL rx and UL tx.
· Other
Considering that there are already many schemes and potential combinations of them, RAN1 needs to first identify the limited set of schemes to evaluate. 
In addition to PS schemes in R15, 16, 17, it would be also necessary to evaluate a few different simulation assumptions which could have high impact on UE power consumption, e.g., jitter of DL burst arrival, tx/rx alignment, etc
Proposal 29: For XR power evaluation, RAN1 consider various power saving schemes including R15/R16/R17 power saving techniques and various assumptions having high impact on UE power consumption. 
3 Conclusion
In this paper, we have discussed XR evaluation methodology for capacity and power of XR system.  For XR evaluation, it has been observed that system level study is necessary due to the interacting nature of capacity and power (or scheduler and power saving scheme).  System level study would allow us to capture the trade-off between capacity and power and to perform fair evaluation of different power saving schemes.
Especially in power evaluation, it is observed that UL power consumption contribution makes significant portion of total UE power consumption. Thus, it is necessary to study UL power consumption with improved power model. Per discussion in this paper, we make the following proposals and observations. 
Proposal 1: Prioritize following deployment scenarios for VR, AR, and CG. Scenarios are listed in the order of relevance.
· For FR1 
· VR: Indoor hot spot
· AR: Indoor hot spot, Dense urban, Urban macro
· CG: Indoor hot spot, Dense urban
· For FR2
· VR: Indoor hot spot
· AR: Indoor hot spot, Dense urban
· CG: Indoor hot spot, Dense urban
Proposal 2: For XR DL evaluation, use following metrics for evaluation.
· Packet error rate and a corresponding threshold to determine satisfaction of the quality condition
· delay
· FFS: Percentage of damaged area and a corresponding threshold to determine satisfaction of the quality condition
Proposal 3: For XR UL scene upload evaluation, use following metrics for evaluation.
· Packet error rate and a corresponding threshold to determine satisfaction of the quality condition
· Transmission delay
· FFS: Percentage of damaged area and a corresponding threshold to determine satisfaction of the quality condition
Proposal 4: For XR UL pose/control info evaluation, use following metrics for evaluation.
· Age of pose (AOP)
Proposal 5: The percentage of satisfied users is calculated as the average of percentage of satisfied users for each drop. 
Proposal 6: RAN1 considers realistic channel estimation only.
Observation 1: Current BS height of 25ms for Dense urban scenario does not match with UMi BS height of 10m assumed in 38.901
Proposal 7: BS height for dense urban is updated to 10m according to UMi model (38.901).
Proposal 8: For FR1, BS antenna for outdoor scenario, support Option 1: 64TxRU, (M,N,P,Mg,Ng;Mp,Np)=(8,8,2,1,1;4,8)
Proposal 9: For FR2 UE antenna configuration, we support Option 1.
Observation 2
· UE height is fixed to 1.5m only. So, 12 degree is preferred choice for deployment.
· Need to reduce simulation workload.
· For FR2, electrical tilting could be done by changing beam direction.
Proposal 10: 
· For Dense urban in FR1, use 12 degree only for FR1.
· For Dense urban in FR2, no downtilt is needed.
Proposal 11: For evaluation, use the following slot format for S slot.
· 10 DL symbols, 2 gap symbols, 2 UL symbols
Proposal 12: FR2 evaluations, support DDDUU TDD configuration as Option 2.  
Proposal 13: For FR2 evaluation, the baseline bandwidth should be set to 400 MHz and the optional bandwidth should be set to 800 MHz.
Proposal 14: RAN1 studies XR capacity under various scheduling mechanisms including conventional PF scheduler and delay aware scheduler.
Proposal 15: For XR evaluation, DL scheduler drops late packets.
Proposal 16: RAN1 studies XR capacity under various assumptions on traffic arrival offset among UEs.
Proposal 17: RAN1 adopts the following KPIs for XR power evaluation.
· Average per-UE power consumption for the considered duration
· Average power consumption across UEs
· 10, 50, 90%tile points in the CDF of per-UE power consumption
Observation 3: Power and capacity has trade-off relation.
Proposal 18: RAN1 performs system level simulation method for power evaluation, especially to accurately evaluate the capacity-power trade-off.  In addition, power evaluation via system level simulation can evaluate impact from UE scheduling algorithm that cannot be captured by link level simulation.
Proposal 19: The UE power evaluation methodology in 38.840 is the baseline of XR power evaluation with additional enhancements.
Proposal 20: In case power saving gain of power saving techniques is quantified, the gain is evaluated, compared, and captured subject to a given capacity constraint.
Proposal 21: Evaluate Genie power performance as a reference, where Genie is the hypothetical power saving scheme allowing UE to enter sleep state in all the slots where no tx/rx occurs.
Proposal 22: In power evaluation, DL and UL are simulated together to capture interaction between DL and UL.
Proposal 23: UE power consumption from UL transmissions should be captured in power study.
Proposal 24: For FR1, support the linear interpolation-based power consumptions estimation for UL slots with tx power level other than 0dBm and 23dBm.
Proposal 25: For FR2 power evaluations, support at least two transmit power levels and their associated relative power consumption values. 
Proposal 26: For FR2 power evaluations, support linear interpolation-based power consumptions estimation for UL slots within a transmit power range with the endpoints to be defined in Proposal 25. 
Proposal 27: For FR2 power evaluations, the power model in [2] needs to be extended to support 8CCs.
Observation 3: Power consumption for S slot needs to be discussed. 
Observation 4: Additional power modelling for UL slots is needed to capture UL power contribution.
Observation 5: Jitter has an impact on latency and power.
Proposal 28: Study the jitter effect on UE power consumption and latency, especially when power saving techniques are evaluated.
Proposal 29: For XR power evaluation, RAN1 consider various power saving schemes including R15/R16/R17 power saving techniques and various assumptions having high impact on UE power consumption. 

4 References
[1] [bookmark: _Ref61855052]RP-201145 Revised SID on XR Evaluations for NR
[2] [bookmark: _Ref61187326]38.840 Study on User Equipment (UE) power saving in NR
[3] [bookmark: _Ref61256905]R1-2101495 Initial XR Evaluation Results, Qualcomm, Jan 2021
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