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1	Introduction
In [1], a new SI on evaluations for XR was agreed. In this contribution, we provide some initial system simulations for one particular scenario and highlight the impact of some factors that affect the capacity.
In this contribution, we present initial DL results for the agreed evaluation assumptions. We also present initial UL results.
[bookmark: _Ref178064866]2	Discussion
XR services are one of the key services for 5G. XR requires a bounded latency to ensure the QoE of the service. At the same time, the bit rate of XR services is in many cases high. This puts somewhat new requirements on the 5G radio interface, and it is vital to understand the capacity impact of a wide-spread deployment of XR services in a cellular network.
To support the understanding of mobile XR performance, an SI has been started in RAN1 [1]. The target of the SI is to describe the performance of a baseline Rel-15/16 NR based cellular system.
The traffic model will be provided by SA4, but until this is available, we will employ a simple periodic model. We will also investigate the impact of a varying frame size: video codecs provide frames of varying sizes.
 In this contribution, we will use the traffic model parameters described in the table below. 
	Parameter
	Value

	Frame rate
	60 Hz

	Frame size
	N(µ,σ)
with µ=25kB, and σ=0 or 5kB


Table 1: Traffic model parameters. This corresponds to an average bit rate of 12 Mbps, which would roughly correspond to HD quality with H.265.
XR services require bounded latency. Cellular systems have since long taken advantage of two factors that increase the latency:
· Retransmissions: the modulations and coding scheme for each transmission is selected so that the error rate for the initial transmission is ~10%. Retransmissions are then used if an error occurs. Sometimes 2 or more retransmissions are needed before the packet is correctly decoded. Each retransmission adds a few slots to the transmission time of the packet.
· Scheduling: the scheduler may utilize the time-diversity in the channel. At a certain point, a user with a good channel may be prioritized over a user with worse quality, but this requires that the packet of the worse user can be delayed.
For services with bounded latency requirements, the effectiveness of these two features may be reduced. We thus realize that there is a tradeoff between very strict latency bounds and capacity. To illustrate this, we will thus investigate performance with different latency bounds.
As described in [3], we use the following capacity definition:
· The capacity C(L, R, Y) is the maximum number of users per cell under which Y% of UEs in a cell operate with target link reliability R under L latency bound.
In this contribution, we will use R=99%, and illustrate Y as a function of load and L.
2.1	DL performance
XR performance will be evaluated for a baseline system operating at 4 GHz, using an SCS of 30 kHz. The system deployed is 100 MHz TDD, with a 3:1 TDD pattern. A dense urban scenario with only the macro layer is considered. A massive MIMO gNB with 32 antenna elements is assumed. The UEs have 4 Rx antennas and PDSCH processing capability 2. In this first simulation, we will use a constant frame size. 
The results are depicted in Figure 1.
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[bookmark: _Ref54354924]Figure 1: DL capacity with constant frame size.
From Figure 1, it is clear that the investigated XR service provides a challenging scenario. Only a small number of UEs in each cell. It is also clear that it is quite beneficial to allow a larger delay budget for the application packets: the capacity with 15ms packet delay budget is 30% larger than with 10ms packet delay budget.
As was mentioned earlier, application packets vary in size. To investigate the impact of such packet size variation, we assume that the packet sizes are I.I.D, with a Gaussian distribution, with mean 25kB and standard deviation of 5kB. Apart from this, the simulation conditions are the same. The results are depicted in Figure 2.
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[bookmark: _Ref61530359]Figure 2: DL capacity with varying frame size.
Despite the fact that there is a variation in size, we see that the capacity is very similar: there is only a small difference for the stricter delay requirement. This would point to that there is little need to introduce a variation in packet size during the investigations.
2.2	UL performance
In addition to the DL investigations, we have also looked into UL performance. Here we utilize the agreed simulation assumptions and apply the same traffic model as for the DL. Normal dynamic scheduling is performed, with scheduling request, followed by the transmission of BSR, and subsequent transmission of the UL data. This procedure leads to an increased delay, which degrade performance. Furthermore, since the TDD pattern is DL heavy, we should expect considerably worse performance.
[bookmark: _GoBack]The results are depicted in Figure 3 for constant frame size.
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[bookmark: _Ref61531534]Figure 3: UL capacity with constant frame size.
As can be seen from Figure 3, the UL delay performance is significantly worse than the corresponding DL performance. This can be explained by the additional steps that are associated with the UL transmissions: 
· Waiting for an SR (scheduling request) transmission opportunity
· Transmitting an SR
· Waiting for an initial (small) grant
· Transmitting the initial data, including a buffer status report (BSR)
· Transmitting the remaining data
We realize that the time waiting for an SR opportunity is uniformly distributed between 0 and 2.5ms, the time to wait for an initial grant is 2.5ms, and the time to wait for a full grant is 2.5ms. Providing a very short delay for the UL transmissions become challenging.
It could be argued that we could rely on features such as configured grant to push down the delay of the UL transmissions. However, such static resource reservation is inefficient, especially in combination with jitter and variations in frame sizes. 
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Appendix
	Parameters
	Values

	Frequency Range
	FR1 @ 4 GHz, SCS: 30 kHz, BW: 100 MHz

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (2, 8, 2, 1, 1). (dV, dH) = (0.5, 0.5) λ. 
gNB Antenna has physical down-tilt of 14 degrees 

	Duplex method
	TDD DDDSU

	UE Antenna Configuration
	(M, N, P) = (1, 2, 2), 

	Link adaptation
	Outer loop adaptation + 32-port CSI-RS Type I codebook

	Control and RS overhead
	Explicit modelling of control and RS overhead

	Transmission scheme
	Up to rank 4 transmission

	Other potential impairments
	Not modelled (assumed ideal)

	Target BLER
	10% 

	Scenario
	Dense Urban (macro-layer only, TR 38.913), 200m ISD, 2-tier model with wrap-around (7 sites, 3 sectors/cells per site), 20% outdoor 

	Channel model
	UMa 5G (TR 38.901), outdoor

	BS Tx power
	51dBm

	BS receiver noise figure
	5dB

	UE receiver noise figure
	9dB

	UE distribution
	Randomly over the system

	UE receiver
	MMSE-IRC

	CSI feedback
	Realistic, including CSI quantization
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