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[bookmark: _Hlk510705081]RAN#89 decided to initiate the RAN1 work on XR evaluations for NR study item [1]:
	4.1	Objective of SI or Core part WI or Testing part WI
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
1. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
1. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
1. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution we present our views on the evaluation methodology, particularly focusing on the deployment configurations, radio-related parameters, KPIs, and the target metrics of interest. 



Evaluation Methodology
Several agreements were captured in during the 103-e, as in R1-2009812 [2]. Several of those agreements did, however, include FFS:s to be further addressed at this e-Meeting. In the following we propose clarifications and further development of these agreements, aiming to a comprehensive evaluation methodology.

Deployment configurations
The following agreement was made in R1-2009812 [2]:
Agreement 4: Urban Macro can be optionally reported for XR/CG evaluations only for FR1. 
· FFS: whether Uma is optional or not 

The future XR and CG applications present a wide range of possible use cases and deployments. However, it is important to carefully downselect the minimum representative subset of configurations to be evaluated during the time-constrained study item. During the 103-e, the agreement was made to focus on Indoor Hotspot and Dense Urban as target mandatory deployment configurations (“Agreement 7” in R1-2009812 [2]).
With respect to an already wide set of 5 different use cases and at least 4 KPIs, we think that these two deployments already give a sufficiently diverse set of configurations to simulate. Therefore, adding an extra UMa deployment as a mandatory option is not beneficial. We also expect that performing both Dense Urban and Urban Macro simulations for a given XR application does not reveal much new knowledge on top of just Dense Urban.
Therefore, we propose:
Proposal 1: Keep Urban Macro as optional deployment for FR1 evaluations. Urban Macro can be optionally reported for XR/CG evaluations only for FR1.


FR1 and FR2 radio parameters
Several important considerations have not been comprehensively captured yet in this SI.

TDD configurations
The following agreement was made in R1-2009812 [2]:
Agreement 9: Adopt the following TDD configuration for XR/CG evaluation 
FR1: 
· Option 1: DDDSU 
· Option 2: DDDUU 
FR2: 
· Option 1: DDDSU 
FFS detailed S slot format 
Note: Other TDD configuration or FDD can be optionally evaluated. 

When detailing the TDD configuration containing an S slot (i.e., DDDSU), it is important to also define the format for this S slot. Different S slot formats in the simulation setups run by different companies may lead to minor, but still notable and unnecessary deviations in the observed results. Therefore, we propose:
Proposal 2: For the adopted TDD configurations (Agreement 9 in R1-2009812), also agree on a unified format for the S slot. Adopt the conventional 10:2:2 as an S slot format for the TDD configurations.
Antenna downtilt
The following agreement was made in R1-2009812 [2]:
Agreement 11:  For XR/CG evaluation, adopt the following assumptions for downtilt.
For XR/CG evaluation, adopt the following assumptions for downtilt.
· Dense Urban
· FFS: 6 or 12 degree

In specifying the gNB antenna downtilt, it should be clear if a mechanical downtilt (MDT) and/or an electronic downtilt (EDT) is assumed. Figure 1 and Figure 2 show the average Spectral Efficiency (SE) obtained in Dense Urban deployment in FR1 with 1 UE/cell (21 UEs in the network) for FDD and TDD, respectively. Figure 3 and Figure 4 illustrate the average Spectral Efficiency (SE) obtained in Dense Urban deployment in FR1 with 5 UEs/cell (105 UEs in the network) for FDD and TDD, respectively. It can be observed that SE slightly change with the MDT. Therefore, our recommendation is to assume a default setting with 6 degrees MDT and 6 degrees of EDT, while allowing companies to also use other settings if desirable.  
Proposal 3: Use a default gNB antenna downtilt with 6 degrees MDT and 6 degrees of EDT, while allowing companies to also use other settings if desirable.  
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[bookmark: _Ref61337606]Figure 1 – Spectral Efficiency as a function of MDT for Dense Urban (UMi) in FR1 and FDD with 21 UEs
	[image: ]
[bookmark: _Ref61337613]Figure 2 – Spectral Efficiency as a function of MDT for Dense Urban (UMi) in FR1 and TDD with 21 UEs
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[bookmark: _Ref61337616]Figure 3 – Resource utilization as a function of MDT for Dense Urban (UMi) in FR1 and FDD with 105 UEs
	[image: ]
[bookmark: _Ref61337617]Figure 4 – Resource utilization as a function of MDT for Dense Urban (UMi) in FR1 and TDD with 105 UEs





FR2 bandwidth
The following agreement was made in R1-2009812 [2]:
Agreement 14: System bandwidth for XR/CG evaluations are as follows. 
For FR1, 
· Baseline: 100 MHz 
· Optional: 20/40 MHz (FFS: 200 MHz) 
FFS FR2

The bandwidth value is one of the major parameters determining the characteristics of the XR and CG applications and services in a given deployment configuration. When selecting a unified bandwidth value for this SI, the following factors should be considered:
· The agreed bandwidth must be relevant to the target use cases, applications, and deployments.
· The agreed bandwidth must represent not only the maximum bandwidth supported in the specifications, but, more importantly, the existing and envisioned bandwidth allocations for practical network deployments.
· The agreed bandwidth must be feasible to simulate the network operation within a reasonable time, not demanding excessive time and computational resources. It is also important to carefully maintain a certain balance of simulation efforts spent on FR1 and FR2 simulations.
· Additional benefits may be obtained if the sets of agreed bandwidth values for FR1 and FR2 partially overlap. This facilitates direct comparison of the results obtained with FR1 and FR2 over the same-in-size bandwidth/bandwidth part.

With respect to the abovementioned reasoning, we propose to select 100 MHz as a baseline system bandwidth for FR2 in this SI, while the larger configurations can be simulated as 200 MHz = 2x100MHz, 400 MHz = 4x100 MHz, etc.
Proposal 4: Adopt 100 MHz as a baseline system bandwidth for FR2 operation, while larger portions of bandwidth can be optionally simulated as 2x100 MHz, 4x100 MHz, etc.

Channel estimation
The following agreement was made in R1-2009812 [2]:
Agreement 7: Adopt the simulation assumptions in Table 1 as below:
…
Channel estimation:
· Realistic,
· FFS: Ideal (optional)
…

There are several aspects of channel estimation to be considered. For demodulation performance, the DM-RS based channel estimation naturally influence on the performance and can be captured in the link-to-system level interface if the underlying link simulations e.g. are conducted with realistic channel estimation. Moreover, the UE’s MMSE-IRC receiver performance also depends on the accuracy of the spatial interference covariance matrix estimation. In earlier 3GPP NAICS studies, the well-known Wishart model with 12 degrees of freedom was used to model imperfections of covariance estimation. However, as the difference between ideal/realistic DM-RS channel estimation (and covariance estimation) is modest, it is not the most important aspect for this SI to accurately model. Secondly, channel estimation plays a role for UE CSI measurements/estimations. Here we suggest that companies report if they assume ideal CSI measurements, or whether they adopt certain error models. Third, we suggest assuming ideal RSRP measurements serving cell selection of users. If later conducting more advanced dynamic system-level simulations with UE movement and explicit simulation of e.g. MAC-based beam management procedures and RRC-based mobility, more detailed modeling of RSRP measurement imperfections in line with requirements in 3GPP TS 38.133, as defined by RAN WG4, could be considered.
Proposal 5: Assuming realistic DM-RS channel estimation for demodulation (e.g. captured in the link-to-system level interface) is default, while using ideal channel estimation is optional. Companies are free to assume ideal estimation of MMSE-IRC receiver spatial covariance matrix, ideal CSI and RSRP measurements, and otherwise shall describe potential error models that they use (e.g. if using the Wishart model for covariance matrix estimation imperfections).

Antenna configurations at gNB and UE
Regarding the gNB antenna configuration, the following agreement was made in R1-2009812 [2]:
Agreement 15: For outdoor scenarios, the baseline BS antenna parameters are as follows. 
· FFS FR1:  
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8) 
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2) 
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4) 
(dH, dV) = (0.5λ, 0.85λ) 
· FR2:
· 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1) 
(dH, dV) = (0.5λ, 0.5λ) 
Other configurations can be optionally evaluated. 

Although all the listed options for FR1 simulations are valid, we prefer to only select “Option 3” as the default option. For FR2 with Grid-of-Beams (GoB), it is recommended that companies also specify the number of assumed beams and their azimuth-elevation direction.
Proposal 6: For FR1 simulations we recommend using the following default gNB antenna configuration (4,4,2,1,1,4,4) corresponding to Option 3. Other options can be optionally used. For cases with GoB configurations, companies are encouraged to list the number of assumed beams and their azimuth-elevation direction.

Regarding the UE antenna configuration, the following agreement was made in R1-2009812 [2]:
Agreement 16: UE antenna parameters for XR/CG evaluations are as follows
FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151) 
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top) o	(Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°

For the FR2 simulations, we propose to adopt Option 1 as the default setting with three UE antenna panels to be in alignment with the FeMIMO simulation assumptions. For the UE panel operation, we also suggest to adopt the so-called Assumption-3 from R1-1907860, assuming that the UE can measure in parallel on all three antenna panels for deciding on which panel (also known as “best panel”) it will receive PDSCH/PDCCH from its serving cell and transmit PUSCH/PUCCH. Option 2 can potentially be evaluated as optional, as it may serve as a relevant reference to e.g. benchmark how improvement in XR/CG capacity from using directional multi panel UEs (Option 1) vs Omni antenna UEs (Option 2).
Proposal 7: For FR2 simulations, our preference is to assume UEs with three directional antenna panels (Option 1) as the default setting, assuming that the UE can measure in parallel on all three antenna panels for selection of best panel to use for Rx/Tx communication with its serving cell (i.e. Assumption 3 from R1-1907860).


KPIs and metrics of interest
In this subsection, we clarify the KPI-related questions related to the evaluation methodology. We start with extending and developing the agreements made during the previous 103-e meeting and them proceed with proposing specific metrics of interest relevant to the present SI.

System capacity
The following agreement was made in R1-2009812 [2]:
Agreement 6: System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied. 
· X=90 (baseline) or 95 (optional) 
· Other values of X can also be evaluated optionally 
Note: The exact ‘satisfied’ requirements will be discussed separately 
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations 

Applying the simulation methodology with multiple drops is typically adopted to obtain more statistics, and extracting conclusions based on the combined statistics from all drops. We therefore recommend that the system capacity, and the satisfied user percentage, is calculated based on the total number of samples from multiple simulation drops. That is, if one runs N drops with M users in each drop, then at least X% of the NxM users shall be satisfied to have a capacity of M users. We therefore suggest:
Proposal 8: The percentage of satisfied users from a simulation campaign with N separate drops of M users is calculated for the NxM samples of user satisfaction. 

UL and DL metrics
Key performance indicators (KPIs) that permit to evaluate XR and Cloud Gaming services over NR and are divided into two categories: (i) UE metrics and (ii) System-wide metrics. Note that in the definition of the KPIs the term packet refers to the piece of information generated and consumed by a XR/CG application. For example, in RTP-based streaming services a packet corresponds to an RTP packet, whereas for DASH-based streaming services a packet corresponds to a segment (i.e., a file containing a fixed duration of a portion of the 3D video).
In addition, as many real XR and CG applications are characterized by both UL and DL traffic, UL-related and DL-related KPIs are suggested to be evaluated separately. This notably facilitates comparison and cross-check of the results reported by different companies and allows to easier identify possible bottlenecks in the NR when supporting XR and CG applications and services. It is also important to note that most of the agreed XR applications are characterized by more intensive DL traffic than UL traffic. In contrast, the considered deployments and power-constrained XR devices make uplink connectivity more challenging thus leading to possible coverage and capacity issues in some cases even when handling low-rate UL. Hence, it is not clear before making the study, which traffic direction (UL or DL) will be a limiting factor for a given deployment and a certain XR application. Revealing such kind of findings may be one of the important outcomes for this SI and an input to possible NR enhancements to better support XR.
In case DL and UL are only evaluated together, such kind of study cannot be performed. It also becomes extremely difficult to compare the results reported by companies, as even a minor difference in the simulation setups and internal simulator-specific configurations may result in unpredictable deviations in the reported values.
Therefore, for the KPI-related discussion we propose:
Proposal 9: Distinguish UL and DL KPIs and evaluations, allowing conclusions such as “Up to 10 XR devices running VR1 can be supported in a given scenario, while the corresponding UL traffic can only be supported for no more than 7 VR1 XR devices.”

Definition for a “Satisfied UE”
Continuing the discussion on the “satisfied UE”, the following simple and RAN1-centric definition is proposed.
Proposal 10: Adopt the following definition for a satisfied UE: “A satisfied UE operates with target link reliability R under L latency bound rate.” The exact values for R, L can be determined after the traffic model and the use case are agreed.

For the “reliability” and “latency” terms, the following definitions are proposed:
Proposal 11: Reliability is defined as a percentage of (DL or UL) packets delivered within a certain packet delay budget (PDB): fraction of (DL or UL) packets that have been correctly received within the preconfigured PDB with respect to the packets generated by the XR application during the simulation time. 
For simplicity and to facilitate the comparison of the results reported by different companies, we propose to model the core network delay of 0 ms.
Proposal 12: Latency bound L is defined as a packet delay budget (PDB), where a packet delay is measured as the  difference between the time the packet is received at Layer-2 at the transmitter and the time when it is forwarded from Layer-3 at the receiver end to the upper layers. To facilitate the comparison of results reported by different companies, we propose to set the core network delay to zero.
It is also proposed that intermediate metrics are reported by companies to ensure that the results (i.e., for system capacity) can be better compared between different companies.
Proposal 13: Companies are encouraged to report SINR CDF and the distribution (CDF) of latency to facilitate the results comparison.

Conclusion
In this contribution, we discussed the performance evaluation methodology for the XR SI. The following observations have been made:
Proposal 1: Keep Urban Macro as optional deployment for FR1 evaluations. Urban Macro can be optionally reported for XR/CG evaluations only for FR1.
Proposal 2: For the adopted TDD configurations (Agreement 9 in R1-2009812), also agree on a unified format for the S slot. Adopt the conventional 10:2:2 as an S slot format for the TDD configurations.
Proposal 3: Use a default gNB antenna downtilt with 6 degrees MDT and 6 degrees of EDT, while allowing companies to also use other settings if desirable.  
Proposal 4: Adopt 100 MHz as a baseline system bandwidth for FR2 operation, while larger portions of bandwidth can be optionally simulated as 2x100 MHz, 4x100 MHz, etc.
Proposal 5: Assuming realistic DM-RS channel estimation for demodulation (e.g. captured in the link-to-system level interface) is default, while using ideal channel estimation is optional. Companies are free to assume ideal estimation of MMSE-IRC receiver spatial covariance matrix, ideal CSI and RSRP measurements, and otherwise shall describe potential error models that they use (e.g. if using the Wishart model for covariance matrix estimation imperfections).
Proposal 6: For FR1 simulations we recommend using the following default gNB antenna configuration (4,4,2,1,1,4,4) corresponding to Option 3. Other options can be optionally used. For cases with GoB configurations, companies are encouraged to list the number of assumed beams and their azimuth-elevation direction.
Proposal 7: For FR2 simulations, our preference is to assume UEs with three directional antenna panels (Option 1) as the default setting, assuming that the UE can measure in parallel on all three antenna panels for selection of best panel to use for Rx/Tx communication with its serving cell (i.e. Assumption 3 from R1-1907860).
Proposal 8: The percentage of satisfied users from a simulation campaign with N separate drops of M users is calculated for the NxM samples of user satisfaction. 
Proposal 9: Distinguish UL and DL KPIs and evaluations, allowing conclusions such as “Up to 10 XR devices running VR1 can be supported in a given scenario, while the corresponding UL traffic can only be supported for no more than 7 VR1 XR devices.”
Proposal 10: Adopt the following definition for a satisfied UE: “A satisfied UE operates with target link reliability R under L latency bound rate.” The exact values for R, L can be determined after the traffic model and the use case are agreed.
Proposal 11: Reliability is defined as a percentage of (DL or UL) packets delivered within a certain packet delay budget (PDB): fraction of (DL or UL) packets that have been correctly received within the preconfigured PDB with respect to the packets generated by the XR application during the simulation time. 
Proposal 12: Latency bound L is defined as a packet delay budget (PDB), where a packet delay is measured as the  difference between the time the packet is received at Layer-2 at the transmitter and the time when it is forwarded from Layer-3 at the receiver end to the upper layers. To facilitate the comparison of results reported by different companies, we propose to set the core network delay to zero.
Proposal 13: Companies are encouraged to report SINR CDF and the distribution (CDF) of latency to facilitate the results comparison.
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