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Introduction
In this paper, we discuss some challenges imposed by XR services and working areas for potential XR specific enhancements.
Challenges of XR Services
XR services should fulfill jointly the requirements in aspects including bitrate/reliability/latency. While the traffic models are under discussion in SA, it has been consensus among RAN1 that XR services is a mixture of both eMBB and uRLLC featuring omni-present high data rate as well as high reliability/low latency requirement. Unlike the conventional optimizations delivering unilateral QI(quality indicator) such as data rate or uRLLC aspects respectively, XR targets the joint delivery of the multi-lateral QI set {data rate, reliability, latency}[1] as illustrated in Figure. 1. 
Additionally, as elaborated in our companion contribution [2], according to SA4, XR traffic should exhibit the following characteristics in need of answering enhancements. 
· IP packets should exhibit a certain level of jittering effect. This is a result of both the render-pose delay and slice level delay during the encoding phase as well as potentially the core network jitter during the IP packetization.
· A field called importance is assigned to each packet in delivery according to the P-trace profile copied below [1]. This value reflects from RAN perspective frame level QoS measured by pSNR. Specifically, PSNR should be determined by the inter-CTU and intra-CTU referencing methodology and the compression parameters actually in use given a slice feedback strategy. 
	For each packet in the delivery, the following information is provided.
	Name
	Type
	Semantics

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	number
	BIGINT
	Unique packet number in the delivery

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	size
	BIGINT
	packet size in bytes.

	number_in_slice
	BIGINT
	The number of the packet within the slice, start at 1

	last_in_slice
	BIGINT
	Indicates if this is the last packet in the slice 0=no, 1=yes 

	eye_buffer
	BIGINT
	The associated eye buffer 1=left 2=right

	render_timing
	BIGINT
	the rendering generation timing associated to the frame

	type
	BIGINT
	The slice type 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique slice index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice






Motivated by the above mentioned XR specific traffic characteristics, we discuss some initial thought on enhancement towards the delivery of capacity and power KPI.
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[bookmark: _Ref61372544]Figure. 1 XR Traffic Characteristics
[bookmark: _Toc61949377]XR traffic is characterized by jittering effect and multi-lateral quality indicator with 
[bookmark: _Toc61949378]				-	data rate up to101 Mbps 
[bookmark: _Toc61949379]				-	reliability up to 10-4
[bookmark: _Toc61949380]				-	latency up to 101 ms 
On better support for XR capacity
XR service should observe a quasi periodic pattern in the sense that the inter arrival interval between packets should be mean reverting within a jittering variance due to rendering, encoding as well as packet segmentation/core network processing as illustrated in Figure. 2. Meanwhile the packet size could be variable observing e.g. a truncated Pareto distribution [1] where the minimal value could be up to 0.1Mbytes [2]. Also, the packets possess differentiated decoding requirement according to the value of the importance field embedded. With the above mentioned traffic characteristics, it's thus worthy of discussing whether the current spec. is sufficient in terms of enabling NW to support decent XR capacity under circumstances of concurrent service delivery together with XR. 
[image: ]
Figure. 2 Illustrations of XR Traffic
Some relevant novel challenges/open issues are summarized as below:
· In case of XR being pre-empted by concurrent services, the issue with the current spec. is two folded. Firstly, the increase of likelihood of being unsuccessfully decoded due to the pre-empted pattern defined in current spec is quite coarse, though workable for service coexistence scenarios in previous releases, such that XR QoS shall be undermined in particular for cell edge UE. Secondly, characteristics of the concurrent services could be provided to XR UE such that the required monitoring efforts should be reduced 
· In case of XR pre-empting concurrent services, similar issues could be encountered. Firstly, the DCI 2-1 budget could barely afford the preemption pattern indication for more than 9 serving cells. The preemption information of XR service spanning more than 1 CC had better be jointly indicated across CC such that the DCI budget is consumed in a witty manner with improved indication efficiency compared with separate indication of preemption information per CC. Secondly, characteristics of XR service including the information on arrival rate and packet importance could be delivered such that reduced monitoring efforts should be required of the UE with concurrent services.
· Within a given XR service, whether/how to determine it should be categorized into any of the above two alternatives. 
· Within a given XR service, whether/how to determine the packet level prioritization according to e.g. the importance field in the packet. 
As early as during Rel-15, the DL pre-emption mechanism was specified to improve the transmission efficiency in case of eMBB/uRLLC overlapping. Later in Rel-16, the power tuning and the UL cancelation mechanism was specified to further enhance the UL performance of uRLLC services in case of coexistence. The above considerations call for a re-examination of the spec, amidst which, different alternatives of delivering the pre-empted pattern in a finer granularity could be further discussed and evaluated. In the following, we elaborate some in-depth analysis for concurrent services delivered by diverse combinations of scheduling and tackle the listed open issues one by one.
A grant-based uRLLC with potentially higher priority than a scheduled XR packet could pre-empt the XR service as illustrated in Figure. 3. According to the current DL pre-emption mechanism, the time frequency resources determined by the periodicity of search space set of DCI format 2_1 and the DL active BWP are equally divided into 14 grids either consisting of all the activated BWPs plus a time domain basis unit or half of the frequency domain activated BWPs plus two time domain basic units. For XR services featuring tight delay budget and resultant limited if not unavailable at all re-transmission opportunities, similar pre-emption shown in Figure. 3 could be disastrous and lead to the decoding failure of the XR packet. Worse still, the whole slice or frame could be undermined in case the packet should account for the highest importance amongst all the packets within its associated slice/frame. To address this, the following alternatives could be considered to better support XR performance.
· Pre-emption could actually take place on finer granularity with some simple specification adaptation; 
· Exact rate matching pattern proactively excluding the impact of uRLLC could be delivered to XR UE for better support of XR service
[bookmark: _Toc61949381]Either finer granularity of pre-emption pattern or exact rate matching pattern could be considered to further enhance XR performance in case of concurrent transmission.

[image: ]
Figure. 3 XR pre-empted by grant-based uRLLC within the Downlink Region

An SPS-based uRLLC with potentially higher priority than a scheduled XR packet could pre-empt the XR service as illustrated in Figure. 4 . With the presumption that a finer granularity should be in use, the pre-emption operation still requires an XR UE to monitor format 2-1 like group common DCI in a periodic manner. Given the uRLLC services should persist constant within a time window whose pattern is known to gNB before delivery, additional information could be delivered to XR UE to the end of power saving. The example shown in Figure. 4 enables XR UE to skip two following PDCCH monitoring occasions and thus increase the likelihood of the UE maintaining sleep mode. 
[bookmark: _Toc61949382]Additional information such as a time window and the pre-emptive pattern used within the window could be provided to XR UE to harness some power saving benefits due to reduced monitoring efforts.

[image: ]
Figure. 4 XR pre-empted by SPS uRLLC with adapted pre-emptive granularity

An XR service could well deserve a prioritized treatment in the face of concurrent grant-based eMBB services. More often than not, multiple CCs may be activated to provide decent capacity for the XR UE from system perspective, wherein a single XR packet could span over the frequency resources of the CCs. The preemption indication field corresponding to these CCs shown in Figure. 5 could thus be jointly leveraged to deliver the appropriate preemption information including e.g. the preemption pattern of finer granularity or exact rate matching pattern to eMBB UE. In this way, the impact of XR services to NW is minimized. Moreover, this across CC joint indication method well suits the grant based uRLLC preempting eMBB services also for delivering exact rate matching pattern or pre-emption pattern in an overhead efficient manner.
[bookmark: _Toc61949383]Across CC joint preemption indication could be considered for XR pre-empting eMBB as well as uRLLC preempting XR service scenarios.
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Figure. 5 XR spanning over multiple CCs pre-empting eMBB

Likewise, an XR service could well deserve a prioritized treatment in the face of concurrent SPS-based eMBB services. With the presumption that a joint CC preemption indication actually in use, the pre-emption operation still requires the eMBB UE to monitor format 2-1 like group common DCI in a periodic manner. Given the XR services should persist constant within a time window whose pattern including T-F span and location as well as potential jittering information is known to gNB before delivery, additional information could be delivered to eMBB UE to the end of power saving. The example shown in Figure. 6 enables eMBB UE to skip two following PDCCH monitoring occasions and thus increase the likelihood of the UE maintaining light sleep. 
[bookmark: _Toc61949384]Additional information such as a time window and the pre-emptive pattern including jittering as well as T-F location and span used within the window could be provided to eMBB UE requiring concurrent services to harness some power saving benefits due to reduced monitoring efforts.
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Figure. 6 XR pre-empting SPS based eMBB 

Although the above considerations aim to address concurrent situation, enhancement towards the intra-XR packet level pre-emption mechanism could be pursued to address the frame by frame as well as the inter data flow QoS level differentiation. Moreover, intra XR prioritization could also be relevant in terms of handling of other signals/channels with XR data transmission. Last but not least, we believe similar considerations and enhancement edge holds for UL as well.
[bookmark: _Toc61949385]Further investigate the issues and potential working areas for enhancement towards intra-XR scenarios.
The above discussions unveil the potential enhancement to better support XR with the premise of priority between XR and the concurrent service or intra-XR packet priority level known in the first place. Originating in MAC layer, the packet priority could be further instilled in PHY to facilitate the above mentioned process so that NW and UE could have aligned understanding in terms of which alternative among XR being pre-empted or vice versa should be executed so as to deliver a decent overall robust system performance. An example of L1 priority is to use the packet importance for XR and further introduce some priority level based on service 5QI for concurrent services with XR.
[bookmark: _Toc61949386]Consider introducing L1 priority to facilitate pre-emption rollout based on packet importance and/or service 5QI

[bookmark: _Toc61460339][bookmark: _Toc61949374]Consider functional enhancements to Rel-15 DL pre-emption to better support XR services.


[bookmark: _Ref61464518][image: ]
Figure. 7 Illustration of Jittering Effects for Better
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[bookmark: _Ref61878683]Figure. 8 Illustration of Jittering Effects for Worse
As mentioned above, jittering refers to the fact that the actual packet in delivery should be biased with respect to the resources configured by the conventional offset periodicity mechanism. Overall, the bias consists of encoding and packetization components. Given XR DL service could be quite bandwidth consuming, the time domain quarantine could prove quite useful in the sense of interference mitigation as illustrated in Figure. 7. Alternatively the jittering could well deteriorate the interference mitigation in Figure. 8 that comes with the original resource configuration. 
[bookmark: _Toc61949387]RAN1 further investigates the jittering model and consider enhancements to leverage/mitigate this effect. 

For traditional LTE PDSCH retransmission mechanism, gNB shall re-transmit all of code blocks of a TB after receiving a NACK from UE. When the TB is small, the LTE retransmission mechanism can work. However, in case the TB is large, the retransmission of the whole TB may waste too many resources when there is only one erroneous code block. In NR Rel-15, code block group based (CBG-based) PDSCH transmission was specified by grouping code blocks of a TB into code block groups. The main purposes are 1) to guarantee the coexistence of eMBB and uRLLC, 2) to reduce the retransmission resource and further improve the capacity by only re-transmitting the code block groups with erroneous code blocks. 
According to the above analysis on XR traffic featuring jittering and larger data packet size, the collision probability is larger than eMBB traffic. In case that only one code block collides with another traffic and the other code blocks of the TB are received successfully, the retransmission of all the code blocks in the TB will waste lots of resources and result in low capacity with the LTE retransmission mechanism. However, if we use the CBG-based PDSCH transmission mechanism, only the code block groups including the code block colliding with other traffic needs to be re-transmitted. For example, the TB of XR traffic is divided into 8 CBGs, which is the maximum number of CBGs supported by NR CBG-based transmission mechanism. The amount of resources for CBG-based retransmission and traditional LTE retransmission mechanism are shown in Figure 9. It can be seen that, compared with the traditional retransmission mechanism, the amount of retransmission resources is reduced significantly, i.e. reduced by almost 50%, after using CBG-based PDSCH transmission mechanism.
Therefore, CBG-based PDSCH transmission is also preferred to be applied to the data transmission of XR traffic, especially considering jittering effect. 
[image: ]
Figure. 9 Traditional LTE retransmission and NR CBG-based retransmission procedure
However, there is a fundamental problem of CBG-based transmission mechanism when the UE reports the HARQ-ACK information. For example, in Figure 9, the UE only needs to feedback 1 bit to inform gNB of the HARQ-ACK information in the case of traditional retransmission mechanism. But for the case of CBG-based transmission, the UE needs to feedback 8 bits to inform gNB of the HARQ-ACK information for each CBG. It is obvious that compared with the traditional retransmission, the feedback overhead required for CBG-based transmission is increased to up to 8 times in NR. Therefore, it is necessary to investigate issues of overhead of CBG-based feedback, especially for the XR traffic. 
[bookmark: _Toc61949388]Further investigate the issues and potential working areas for enhancement towards CBG based feedback.

XR traffic and DRX setting
DRX is a power saving technique. When DRX is configured, UE does not have to continuously monitor PDCCH. The UE monitors PDCCH periodically according to the configured DRX cycle in a way that UE does not monitor PDCCH in “DRX off” state, that is, UE switches to a sleep state during “DRX off”. A large power saving gain will be obtained if UE sleeps for a long time. However, the latency will also increase with a long time duration. Since XR traffic has low latency requirement, an appropriate DRX setting which can provide a better power saving gain and less capacity loss for XR traffic should be discussed.
One simple idea is to set a DRX configuration which guarantees every data packet arrives during DRX On. However, this idea cannot be implemented even without considering a jittering effect of the data traffic. The reason is that the periodicity of XR traffic (for example, 1/60fps) is not an integer, which means the deviation between the periodicity of XR traffic and the cycle of DRX will be accumulated after each DRX cycle. For example, assuming the periodicity of XR traffic is 1/60 ≈ 16.67 ms and DRX cycle = 16ms. After each cycle of DRX, the deviation is increased by 0.67ms. It means the offset between the XR traffic arrival time and DRX On will change from a small value (e.g., 0) to a large value and fallback to a small value after several DRX cycles as shown in Figure 9. 
[image: ] 
Figure 9 XR traffic and DRX
[bookmark: _Toc61949389]Due to the offset between XR traffic periodicity and DRX cycle, XR traffic cannot be guaranteed to always arrive at the DRX On period regardless of the DRX configuration. 
Therefore, the DRX mechanism should be enhanced to ensure the XR data packet can be delivered at least once within the PDB even if the packet arrives during DRX off.
[bookmark: _Toc61949375]DRX mechanism should be enhanced to ensure the XR data packet can be delivered at least once within the PDB even if the packet arrives during DRX off.
According to [1], the latency of the packet arriving at the gNB/Radio is summarized as below. The latency of the packet arriving ranges from 15ms to 47ms due to the jittering effect. With such a diverse range of data arrival, it is difficult for network to inform a power saving indication to UE without deteriorating the system capacity. Considering the stringent latency requirement of XR traffic, the necessity and impact of applying power saving techniques in XR should be carefully studied.

	S4aV200627
4.1.4 Latency summary
Latency of the packet arriving at the gNB/Radio compared to render time
Min-Latency: 10ms + 2ms + 3ms  15ms
Max-Latency: 20ms + 47ms (very large) + 10ms  47ms (aligned with the 32 from S4aV200607 assuming without constant delay of around 15ms)
Typical-Latency: 15ms + 4ms + 11ms  30ms (aligned with the 32 from S4aV200607 assuming without constant delay of around 15ms)


[bookmark: _GoBack]
[bookmark: _Toc525][bookmark: _Toc29089][bookmark: _Toc29400][bookmark: _Toc82]Conclusion
According to the discussion above, we prefer to discuss/adopt the following observations/proposals:
Observation 1:	XR traffic is characterized by jittering effect and multi-lateral quality indicator with
-	data rate up to101 Mbps
-	reliability up to 10-4
-	latency up to 101 ms
Observation 2:	Either finer granularity of pre-emption pattern or exact rate matching pattern could be considered to further enhance XR performance in case of concurrent transmission.
Observation 3:	Additional information such as a time window and the pre-emptive pattern used within the window could be provided to XR UE to harness some power saving benefits due to reduced monitoring efforts.
Observation 4:	Across CC joint preemption indication could be considered for XR pre-empting eMBB as well as uRLLC preempting XR service scenarios.
Observation 5:	Additional information such as a time window and the pre-emptive pattern including jittering as well as T-F location and span used within the window could be provided to eMBB UE requiring concurrent services to harness some power saving benefits due to reduced monitoring efforts.
Observation 6:	Further investigate the issues and potential working areas for enhancement towards intra-XR scenarios.
Observation 7:	Consider introducing L1 priority to facilitate pre-emption rollout based on packet importance and/or service 5QI
Observation 8:	RAN1 further investigates the jittering model and consider enhancements to leverage/mitigate this effect.
Observation 9:	Further investigate the issues and potential working areas for enhancement towards CBG based feedback.
Observation 10:	Due to the offset between XR traffic periodicity and DRX cycle, XR traffic cannot be guaranteed to always arrive at the DRX On period regardless of the DRX configuration.

Proposal 1:	Consider functional enhancements to Rel-15 DL pre-emption to better support XR services.
Proposal 2:	DRX mechanism should be enhanced to ensure the XR data packet can be delivered at least once within the PDB even if the packet arrives during DRX off.
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