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1. Introduction
[bookmark: _Hlk53822765][bookmark: _Hlk61872478]In RAN1#103-e meeting, evaluation for capacity and power consumption were discussed and the related agreements are given in Appendix A.
In our companion’s contribution [1] [2], we provide our views on XR applications, traffic models and evaluation methodologies. This contribution further presents our initial performance evaluation results based on our proposed traffic models and evaluation methodologies.
2. Performance evaluation results
[bookmark: _Hlk52372502]In this section, we give the evalutions of capacity, power consumption and coverage for XR (i.e. VR/AR) and Cloud Gaming traffic respectively for Indoor Hotspot and Dense Urban scenarios. The overall simulation assumptions are listed in Appendix B. 
2.1. Capacity
The initial simulation results of downlink and uplink capacity for both XR and Cloud Gaming are described separately as follows.
2.1.1. DL
[bookmark: OLE_LINK3][bookmark: OLE_LINK5][bookmark: _Hlk61514729]As shown in Table 1, Case 1 is for XR traffic model with typical transmission data rate 50Mbps, and Case 2 corresponds to the Cloud Gaming traffic model with typical transmission data rate 25Mbps. In both cases, the packet arrival interval is assumed to be 16.67ms with the frame rate of 60 FPS (Frames per second). The packet size distribution is assumed to follow truncated Gaussian distribution. The critical metrics of DL capacity evaluation are the percentage of UEs with ≥99% packets successfully delivered within packet delay budget (PDB) and the resource utilization (RU) of system. 
[bookmark: _Ref54014312][bookmark: _Ref47726392][bookmark: _Ref47342177][bookmark: _Ref47187971]Table 1. Traffic models of XR and Cloud Gaming (CG)
	Cases
	Use case
	Packet Mean
	Packet STD
	Packet Max
	Packet Min
	Packet arrival interval
	PDB

	Case 1
	XR
	104000Bytes
	13000Bytes
	162500Bytes
	67Bytes
	16.67ms
	10ms

	Case 2
	CG
	52000Bytes
	6500Bytes
	81250Bytes
	67Bytes
	16.67ms
	15ms


· VR/AR
· FR1
· [bookmark: OLE_LINK7]Indoor Hotspot, 4GHz, DDDSU
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	[image: ]

	(a) Capacity
	(b) RU


[bookmark: _Ref54014204]Figure 1. FR1 XR capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 4GHz, DDDSU
	[image: ]
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	(a) Capacity
	(b) RU


[bookmark: _Ref61883444]Figure 2. FR1 XR capacity simulation results in Dense Urban scenario
As shown in Figure 1 and Figure 2, it can be observed that the percentage of UEs with ≥99% packets successfully delivered within PDB decreases with the increase of the number of UEs per cell, and the system RU increases significantly. From the figures of capacity, to ensure that 90% of UEs are able to achieve the capacity requirement (i.e. the percentage of UEs with ≥99% packets successfully delivered within PDB), 5 and 7 UEs per cell are the upper limit for the system in Indoor Hotspot and Dense Urban scenarios respectively.
[bookmark: _Ref53480436][bookmark: _Ref61884618][bookmark: _Hlk61466666]Observation 1: For DL VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, the capacity performance degrades with the increase of the number of UEs per cell.
[bookmark: _Ref61884626][bookmark: _Ref61898502][bookmark: _Hlk61167103][bookmark: _Hlk61447036]Observation 2: For DL VR/AR traffic in FR1, system capacity with 5 and 7 satisfied UEs per cell can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
· FR2
· Indoor Hotspot, 30GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54037245]Figure 3. FR2 XR capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 30GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref54037138][bookmark: _Ref54014242]Figure 4. FR2 XR capacity simulation results in Dense Urban scenario
The capacity evaluation results for Indoor Hotspot and Dense Urban scenarios in FR2 are shown in Figure 3 and Figure 4. And the similar trend of capacity can also be observed as that of FR1. Up to 10 and 20 UEs per cell can meet the DL capacity requirement for Indoor Hotspot and Dense Urban scenarios, respectively. 
[bookmark: _Ref54362576][bookmark: _Ref61884630][bookmark: _Ref61898507][bookmark: _Ref53480440]Observation 3: For DL VR/AR traffic in FR2, system capacity with 10 and 20 UEs per cell can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
· Cloud Gaming
For Cloud Gaming traffic, corresponding simulation results for FR1 are depicted as follows. 
· FR1
· Indoor Hotspot, 4GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref61883604]Figure 5. Cloud Gaming capacity simulation results in Indoor Hotspot scenario
· Dense Urban, 4GHz, DDDSU
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	(a) Capacity
	(b) RU


[bookmark: _Ref61883614]Figure 6. Cloud Gaming capacity simulation results in Dense Urban scenario
From Figure 5 and Figure 6, it can be observed that the percentage of UEs with ≥99% packets successfully delivered within PDB could reach nearly 100% for Cloud Gaming traffic, because of the smaller packet sizes, larger packet arrival period and looser PDB requirements. Besides, the resource utilization is significantly lower for Cloud Gaming traffic compared to that of XR traffic in FR1.
[bookmark: _Ref53480441][bookmark: _Ref61898510][bookmark: _Hlk61466708]Observation 4: For Cloud Gaming traffic in FR1, system capacity with at least 15 UEs per cell can be achieved in both Indoor Hotspot and Dense Urban scenarios, respectively.
2.1.2. UL
In FR1 uplink simulation, interaction/pose information delivering and video updating are both evaluated. The traffic model of interaction/pose information delivering is shown in Table 2. For the case of video updating, DL capacity simulation parameters can be reused. For the case of interaction/pose information delivering, in addition to the percentage of UEs with ≥99% packets successfully delivered within PDB, the 95th percentile user interaction delay is also the key metric for UL capacity evaluation. 
[bookmark: _Ref54014422]Table 2. Traffic model of UL interaction/pose information delivering
	Packet size
	Packet arrival interval
	PDB

	Fixed, 100Bytes
	1ms
	10ms


· FR1
· [bookmark: _Hlk61892144]Interaction/pose information delivering
· 4GHz, DDDSU
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	[image: ]

	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref54037259]Figure 7. UL capacity simulation results in FR1 for interaction/pose information delivering in FR1
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	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref61883830]Figure 8. UL interaction delay for interaction/pose information delivering in FR1
As shown in Figure 7, with less than or equal to 16 UEs per cell, the percentage of UEs with ≥99% packets successfully delivered within PDB could reach nearly 100% for Indoor Hotspot and Dense Urban scenario, because of smaller packet sizes of traffic model for interaction/pose information delivering. Figure 8 shows that the 95th percentile user interaction delay is almostly same with different numbers of UEs per cell in both scenarios. Moreover, the 95th percentile user interaction delay (i.e. less than 5ms) can absolutely satisfy the uplink PDB requirement.
[bookmark: _Ref53480443][bookmark: _Ref61884638][bookmark: _Ref61898516][bookmark: _Hlk61466717]Observation 5: For uplink traffic of interaction/pose information delivering in FR1, larger than 98% of UEs with ≥99% packets successfully delivered within PDB can be observed with the number of UEs per cell up to 16.
[bookmark: _Ref61898520]Observation 6: For both Indoor Hotspot and Dense Urban scenarios, 95th percentile user interaction delay is far below 10ms with the number of UEs per cell up to 16.
· Video updating
· Indoor Hotspot, 4GHz, DDSUU
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	(a) Capacity
	(b) RU


[bookmark: _Ref61883843]Figure 9. UL capacity simulation results in FR1 for video updating in Indoor Hotspot scenario
· Dense Urban, 4GHz, DDSUU
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	(a) Capacity
	(b) RU


[bookmark: _Ref61883858]Figure 10. UL capacity simulation results in FR1 for video updating in Dense Urban scenario
As visualized in Figure 9 and Figure 10, with TDD UL-DL configuration DDSUU, 4 and 3 UEs per cell can satisfy the UL capacity requirement for Indoor Hotspot and Dense Urban scenarios, respectively. Compared to DL evaluation results with TDD UL-DL configuratio DDDSU, UL evaluation results for FR1 are worse due to less uplink resources. Especially, when up to 8 UEs per cell for UL, the percentage of UEs with ≥99% packets successfully delivered within PDB is close to 0% in both scenario.
[bookmark: _Ref61884652][bookmark: _Ref61898524][bookmark: _Hlk61466723]Observation 7: For UL video information traffic in FR1, system capacity with 4 and 3 UEs per cell with TDD UL-DL configuration DDSUU can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
2.2. Power consumption
[bookmark: _Ref47726462][bookmark: _Ref47454508][bookmark: _Ref47359515]UE capacity performance should be jointly taken into consideration of the power consumption evaluation for XR traffic. To this end, no DRX configuration (i.e. without adopting any power saving mechanism) which can make no capacity loss is assumed as a baseline scheme in our evaluation for the sake of capacity performance. Besides, going through the existing power saving technologies introduced in R15/16, we further introduce the DRX configuration to contrastive analysis the potential impact to power consumption and corresponding capacity. In our evaluation, drx-onDurationTimer and drx-InactivityTimer for long DRX cycle are modelled. In addition, the DL XR traffic model with transmission data rate 50Mbps is adopted in Indoor Hotspot scenario, and 5 users per cell are deployed. Table 3 provides two conservative DRX configurations. Note that 10ms is the minimum DRX cycle configuration supported by the specification and 8ms of DRX cycle is not yet introduced. And the power consumption shown in the following figures is the average power consumption within each slot.
[bookmark: _Ref61883211]Table 3. The two DRX configurations
	
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	DRX configuration 1
	8
	4
	2

	DRX configuration 2
	10
	6
	2
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[bookmark: _Ref61883876]Figure 11. Power consumption results for different DRX configurations
 [image: ]
[bookmark: _Ref61883889]Figure 12. UE capacity performance under different DRX configurations
As shown in Figure 11, up to 8.03% and 7.41% power saving gain can be achieved by using the two DRX configurations. But, there is near to 20% capacity loss observed from the histogram of  Figure 12, which is a huge sacrifice. The cause of negative impact on UE capacity owing to the DRX off state, which incurs the delay of DL data transmissions and packet loss. Given the fact that capacity loss by adopting DRX configuration, we should further consider the tradeoff between power saving gain and capacity performance. 
[bookmark: _Ref61884658][bookmark: _Ref61898528][bookmark: _Hlk61466731]Observation 8: Up to 8.03% power saving gain can be achieved with about 20% capacity loss compared to no DRX, by adopting the DRX configuration 1 and 2 in Table 3.
[bookmark: OLE_LINK2]Due to non-integer XR traffic period, the existing integer DRX cycle cannot align with the traffic arrival and it will undoubtedly result in the increase of data transmission delay. To solve this issue, the simplest method is to additionally configure some non-integer value of DRX cycle. But, it is not flexible because of the jitter effect of DL burst arrival. To solve the impact of jitter and align DRX cycle with traffic arrival, the adjustment to the start offset of DRX cycle could be a potential method. As shown in Table 4, 16ms DRX cycle is assumed. Besides, to make a visual comparison, there are three schemes. Except for the baseline scheme, scheme 2 adopts the DRX configuration and scheme 3 is to align the DRX offset with the arrival of XR traffic. 
· Baseline scheme: no DRX configuration, i.e. without adopting any power saving mechanism.
· Scheme 2: adopting R15/R16 DRX configuration. 
· Scheme 3: aligning the DRX offset with the arrival of XR traffic. 
[bookmark: _Ref61883256]Table 4. The DRX configuration for scheme 2 and scheme 3
	DRX parameters
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	DRX configuration 3
	16
	4
	4


[image: ]
[bookmark: _Ref61883907]Figure 13. Power consumption results with different schemes
[image: ]
[bookmark: _Ref61883919]Figure 14. The CDF of power saving gain per UE with different schemes
[image: ]
[bookmark: _Ref61883931]Figure 15. UE capacity performance with different schemes
As shown in Figure 13, compared to the baseline scheme, around 25% power saving gain can be obtained by using either scheme 2 or scheme 3. The CDF of power saving gain per UE is displayed in Figure 14. The range of power saving gain is from 10% to 35%. Since, UE in bad coverage (e.g. cell edge UE) needs more scheduling times to do data transmission and the time ration of PDCCH+PDSCH state is huge. So, the power consumption of bad coverage UE will be larger than that of UE in good coverage. Figure 15 further show the corresponding DL capacity of different schemes. Based on the same DRX configuration, scheme 2 sacrifices all the capacity for the sake of power saving gain. And the resource utilization of scheme 2 has an around 20% decrease, which is equivalent to 20% packets are dropped since it cannot satisfy the PDB requirement. On the contrary, scheme 3 can even achieve the same capacity performance as that of baseline scheme and obtain 23.44% power saving gain meanwhile.
[bookmark: _Ref61884692][bookmark: _Ref61898532][bookmark: _Hlk61466757]Observation 9: By aligning the DRX offset with the arrival of XR traffic, up to 23.44% power saving gain and almost the same capacity performance can be achieved, compared with the baseline scheme (i.e. without adopting any power saving technologies).
2.3. Coverage
In our companion’s contribution [2], we propose to use max isotropic loss (MIL) as the XR coverage evaluation metric. The MIL can be deduced based on link budget template. Evaluation assumptions for capacity evaluation can be reused, and the evaluation results of MIL for different scenarios are shown below.
2.3.1. DL
· FR1
[bookmark: _Hlk53581115][bookmark: _Hlk53580479]Following carrier frequencies and frame structures are considered in FR1, and only NLOS outdoor-to-indoor is considered for Dense Urban scenario. In coverage evaluation of XR traffic, the target data rate of PDSCH is 50Mbps or 100Mbps, so massive data need to be transmitted in limited resources, which results in decreasing of transmission performance. The evaluation results of Dense Urban scenario are shown in Figure 16. It can be observed that PDSCH is the bottleneck channel among all DL channels, based on MIL.
· 4GHz, DDDSU
 [image: ]
[bookmark: _Ref61883947][bookmark: _Hlk61882891]Figure 16. DL MIL in Dense Urban scenario for 4GHz, DDDSU
[bookmark: _Ref54362587][bookmark: _Hlk61466768]Observation 10: In Dense Urban scenario in FR1, PDSCH is the bottleneck channel among downlink channels.
· FR2
Following carrier frequency and frame structures are considered in FR2, and only NLOS indoor-to-indoor is considered for Indoor Hotspot scenario. And for Dense Urban scenario, only NLOS outdoor-to-indoor is evaluated. The evaluation results for Indoor Hotspot and Dense Urban scenarios in FR2 are shown in Figure 17. It can be observed that PDSCH is the bottleneck channel among all DL channels due to the requirement of high data rate.
· 30GHz, DDDSU
	[image: ]
	[image: ]

	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


[bookmark: _Ref61883981]Figure 17. DL MIL for 28GHz, DDDSU
[bookmark: _Ref54362588][bookmark: _Hlk61466776]Observation 11: In Indoor Hotspot and Dense Urban scenarios in FR2, PDSCH is the bottleneck channel among downlink channels.
2.3.2. UL
· FR1
For XR UL coverage evaluation, data rate requirements 0.4Mbps, 2Mbps, 50Mbps, 100Mbps are evaluated, which correspond to two cases for interaction/pose information delivering and two cases for video updating respectively. The evaluation results of FR1 Dense Urban scenario are shown in Figure 18, where it can be observed that the bottleneck channel among uplink channels is PUSCH, especially the PUSCH with high data-rate requirement.
· 4GHz, DDDSU
 [image: ]
[bookmark: _Ref61884054]Figure 18. UL MIL in Dense Urban scenario for 4GHz, DDDSUDDSUU
[bookmark: _Ref54362589][bookmark: _Hlk61466786]Observation 12: For Dense Urban scenario in FR1, PUSCH is the bottleneck channel among uplink channels.
· FR2
For FR2, similar conclusions can be observed in both Indoor Hotspot and Dense Urban scenarios, compared to FR1. PUSCH is the bottleneck channel among all uplink channels.
· 30GHz, DDDSU
	[image: ]
	[image: ]

	(a) Indoor Hotspot scenario
	(b) Dense Urban scenario


Figure 19. UL MIL for 28GHz, DDDSU
[bookmark: _Ref54362592][bookmark: _Hlk61466792]Observation 13: For Indoor Hotspot scenario and Dense Urban scenario in FR2, PUSCH is the bottleneck channel among all uplink channels.
3. Conclusion
In this contribution, we provide our initial simulation results on XR capacity, power consumption and coverage with the following observations:
Observation 1: For DL VR/AR traffic in both Indoor Hotspot and Dense Urban scenarios in FR1, the capacity performance degrades with the increase of the number of UEs per cell.
Observation 2: For DL VR/AR traffic in FR1, system capacity with 5 and 7 satisfied UEs per cell can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
Observation 3: For DL VR/AR traffic in FR2, system capacity with 10 and 20 UEs per cell can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
Observation 4: For Cloud Gaming traffic in FR1, system capacity with at least 15 UEs per cell can be achieved in both Indoor Hotspot and Dense Urban scenarios, respectively.
Observation 5: For uplink traffic of interaction/pose information delivering in FR1, larger than 98% of UEs with ≥99% packets successfully delivered within PDB can be observed with the number of UEs per cell up to 16.
Observation 6: For both Indoor Hotspot and Dense Urban scenarios, 95th percentile user interaction delay is far below 10ms with the number of UEs per cell up to 16.
Observation 7: For UL video information traffic in FR1, system capacity with 4 and 3 UEs per cell with TDD UL-DL configuration DDSUU can be achieved for Indoor Hotspot and Dense Urban scenarios, respectively.
Observation 8: Up to 8.03% power saving gain can be achieved with about 20% capacity loss compared to no DRX, by adopting the DRX configuration 1 and 2 in Table 3.
Observation 9: By aligning the DRX offset with the arrival of XR traffic, up to 23.44% power saving gain and almost the same capacity performance can be achieved, compared with the baseline scheme (i.e. without adopting any power saving technologies).
Observation 10: In Dense Urban scenario in FR1, PDSCH is the bottleneck channel among downlink channels.
[bookmark: _GoBack]Observation 11: In Indoor Hotspot and Dense Urban scenarios in FR2, PDSCH is the bottleneck channel among downlink channels.
Observation 12: For Dense Urban scenario in FR1, PUSCH is the bottleneck channel among uplink channels.
Observation 13: For Indoor Hotspot scenario and Dense Urban scenario in FR2, PUSCH is the bottleneck channel among all uplink channels.
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Appendix A – The agreements related to evaluation methodologies
Agreement:
Adopt the following deployment for XR/CG evaluations
· Indoor hotspot: FR1 and FR2
· Detailed definition of Indoor hotspot refers to TR 38.913.
· Channel model: InH. Detailed definition of InH refers to TR 38.901.
· Dense urban: FR1 and FR2
· Detailed deployment refers to TR 38.913, where single layer with Marco layer is assumed.
· Channel model: UMi. Detailed definition of UMi refers to TR 38.901.
FFS: Whether to prioritize FR1 for evaluation.
Note 1: When selecting the deployment and evaluation assumptions for XR/CG evaluations, it is up to company to evaluate FR1 or FR2 or both for the frequency range.
Note 2: It does not mean that all applications are evaluated for all the deployment scenarios.

Agreement:
System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations

Agreement:
Adopt the simulation assumptions in table 1 as below
Table 1: Simulation assumptions for XR evaluation (Part 1) (updated)
Parameter
Proposed value

Indoor hotspot FR1/FR2
Dense urban FR1/FR2
Layout
120m x 50m
ISD: 20m
TRP numbers: 12
21cells with wraparound
ISD: 200m
Carrier frequency
FR1: 4 GHz
FR2: 30 GHz
Subcarrier spacing
FR1: 30 kHz
FR2: 120 kHz
BS height
3m
25m
UE height
hUT=1.5 m
BS noise figure
FR1: 5 dB
FR2: 7 dB
UE noise figure
FR1: 9 dB
FR2: 13 dB
BS receiver
MMSE-IRC
UE receiver
MMSE-IRC
Channel estimation
Realistic
FFS: Ideal(optional)
UE speed
3 km/h
MCS
Up to 256QAM
BS antenna pattern
Ceiling-mount antenna radiation pattern, 5 dBi
3-sector antenna radiation pattern, 8 dBi
UE antenna pattern
FR1: Omni-directional, 0 dBi,
FR2: UE antenna radiation pattern model 1, 5dBi

Agreement:
Adopt the following UE distribution for XR/CG evaluation for outdoor scenario
· For outdoor scenario:
· FR1: 80% indoor, 20% outdoor
· FR2: 100% outdoor
Other UE distribution can be evaluated optionally.

Agreement:
Adopt the following TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
FFS detailed S slot format
Note: Other TDD configuration or FDD can be optionally evaluated.

Agreement:
Adopt the following BS antenna parameters for indoor scenario for XR/CG evaluation
· FR1:
· 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4)
· (dH, dV) = (0.5, 0.5)λ
· FR2:
· Option 2: 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (16, 8, 2,1,1;1,1)
· (dH, dV) = (0.5, 0.5)λ
Other BS antenna parameters can be optionally evaluated

Agreement:
For XR/CG evaluation, adopt the following assumptions for downtilt 
·         For XR/CG evaluation, adopt the following assumptions for downtilt
· Dense Urban
· FFS: 6 or 12 degree
· Other downtilt can be optionally evaluated.
· Indoor hotspot
· 90° (pointing to the ground)
Other downtilt can be optionally evaluated

Agreement:
Adopt the simulation assumptions in table 3 as below
 
Table 3: Simulation assumptions for XR evaluation (Part 3)
Power control parameter
Companies should report
Transmission scheme
Companies should report, such as Type I/II codebook, rank assumption
Scheduler
SU/MU-MIMO PF scheduler (company to report SU or MU),
other scheduler (e.g., delay aware scheduler) is up to companies report
CSI acquisition
Realistic
Both CSI feedback and SRS are considered
Companies should report 
•          CSI feedback delay, CSI report periodicity, whether using CSI quantization, CSI error model or not,
•          Assumptions on SRS: periodicity, processing gain, processing delay, etc
•          and etc.
PHY processing delay
Baseline: UE PDSCH processing Capability #1
Optional: UE PDSCH processing Capability #2
 
Companies should report gNB processing delay, e.g. DL NACK to retransmission delay, UL previous transmission to current transmission delay and etc.
PDCCH overhead
Companies should report
DMRS overhead
Companies should report
Target BLER
Companies should report
Max HARQ transmission
Companies should report

Agreement:
The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available.  Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.

 Agreement:
System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz (FFS: 200 MHz)
· FFS FR2

Agreement:
For outdoor scenarios, the baseline BS antenna parameters are as follows.
· FFS FR1, 
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4)
(dH, dV) = (0.5λ, 0.85λ)
· FR2:
· 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
(dH, dV) = (0.5λ, 0.5λ)
Other configurations can be optionally evaluated.

Agreement:
UE antenna parameters for XR/CG evaluations are as follows
· FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
· FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°
Agreement:
BS Tx power for XR/CG evaluations are as follows
· For Indoor hotspot:
· FR1:
· 24 dBm per 20 MHz
· FR2:
· 23 dBm per 80 MHz. EIRP should not exceed 58 dBm
· For Dense urban:
· FR1:
· 44 dBm per 20 MHz
· FR2:
· 40 dBm per 80 MHz. EIRP should not exceed 73 dBm
For system BW larger than above, Tx power scales up accordingly.
 
Agreement:
UE max Tx power for XR/CG evaluations are as follows 
· FR1: 23 dBm
· FR2: 23 dBm, maximum EIRP 43 dBm

Agreement:
Baseline power evaluation methodology
If UE power consumption is agreed as a KPI for evaluation of XR performance over NR,TR38.840 is the baseline methodology potentially with some modifications if necessary.  RAN1 aim to minimize modeling effort. For example, the following aspects can be considered for further discussion but not limited to.
·        FFS whether/how to model UE power consumption for UE tx power other than 0dBm and 23dBm,
·        FFS whether/how to model UE power consumption for UL slots that are not defined in TR38.840
·        FFS whether/how to model UE power consumption for ‘S’ slot
·        FFS whether/how to model UE power consumption for 400MHz in FR2 including scaling rule for FR2 BWP adaption.
·        FFS whether/how to model UE consumption for the corresponding number of Tx antennas
·        FFS whether/how to model the UE power consumption for UE tx power under FR2
Agreement:
· RAN1 continues to discuss evaluation methodologies for UE power consumption and system capacity.
· RAN1 is to discuss whether/how to study/evaluate mobility and coverage at a later stage, e.g., starting from Q1 2021.

Appendix B – Simulation assumptions	
[bookmark: _Ref1208685]Table I. Simulation assumption for FR1 DL
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot 
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban 
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band 

	Subcarrier spacing
	30 KHz 

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32T: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64T: (8,8,2,1,1;4,8)
(dH, dV)=(0.5, 0.8)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 4R: (1,2,2,1,1;1,2)
(dH, dV)=(0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	BS Power
	24 dBm per 20MHz
	44 dBm per 20MHz

	ISD
	20 m
	200 m

	BS height
	3 m
	25 m

	UE height
	1.5 m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 
nfl ~ uniform(1,Nfl) where 
Nfl ~ uniform(4,8)

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	MU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	20% outdoor, 80% indoor

	Down-tilt
	90 degrees
	12 degrees

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h


[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Table II. Simulation assumption for FR1 UL
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot 
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban 
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band

	Subcarrier spacing
	30 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) for UL interaction/pose information delivering
DDSUU (S: 10D:2G:2U) for UL video updating

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32R: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64R: (8,8,2,1,1;4,8)
(dH, dV)=(0.5, 0.8)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 2T: (1,1,2,1,1;1,1)
(dH, dV)=( 0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	UE max Power
	23 dBm 

	Power control
	[bookmark: OLE_LINK4][bookmark: OLE_LINK6]P0 = -80 dBm, alpha = 0.8
	P0 = -74 dBm, alpha = 0.6

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	MU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	20% outdoor, 80% indoor

	Down-tilt
	90 degrees
	12 degrees

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h



Table III. Simulation assumption for FR2 DL
	Parameter
	value
	

	Scenarios
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	30 GHz

	Bandwidth 
	200 MHz, 4.96% Guard Band

	Subcarrier spacing
	120 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 2T: (16,8,2,1,1;1,1)
(dH, dV)=(0.5, 0.5)λ
	For 2T/panel: (4,8,2,2,2;1,1) 
(dH, dV)=(0.5, 0.5)λ 
(dg,H,dg,V) = (4.0, 2.0) λ

	UE Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 4R/panel: (1,4,2,1,3;1,2)
(dH,dV) = (0.5, 0.5)λ
(dg,V,dg,H) = (0, 0)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8dBi

	UE antenna pattern
	Directional antenna panel, 5 dBi

	BS Power
	23dBm per 80MHz, EIRP should not exceed 58 dBm
	40dBm per 80MHz, EIRP should not exceed 73 dBm

	Noise Figure
	BS:7 dB, UE:13 dB

	Scheduler
	SU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	100% outdoor

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h
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