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[bookmark: _Ref47719621]Introduction
A new WID on power saving enhancements for NR was approved at RAN plenary#86, including the following objectives on power saving for connected mode UEs:
2) Study and specify, if agreed, enhancements on power saving techniques for connected-mode UE, subject to minimized system performance impact [RAN1, RAN4]
a) Study and specify, if agreed, extension(s) to Rel-16 DCI-based power saving adaptation during DRX Active Time for an active BWP, including PDCCH monitoring reduction when C-DRX is configured [RAN1] 
· NOTE: Rel-15 and Rel-16 available power saving solutions should be supported by the UE and included in the evaluation. RAN1 will ask the confirmation from RAN2 that Rel-15 and Rel-16 available power saving solutions are properly utilized.

This document considers updates to the evaluation methodology of TR38.840 in order to support the Rel-17 power saving work.
The document also provides a high level description of dynamic DRX configuration, which is a DCI-based power saving scheme that adapts the DRX configuration during the active time. 

Updates to evaluation methodology in TR38.840
Release-16 has considered power saving for some applications with lower data rates (instant messaging and VoIP) or with higher data rates but infrequent traffic. We think that the Rel-17 power saving work item should consider the remaining application types: high data intensity applications with frequent data activity.
A simple approach to defining a traffic model for higher data intensity applications is to use the FTP traffic model 3 with different parameters compared to the parameters used for Release-16. Table 1 provides an example high data intensity traffic model that could be used for evaluations in Release-17. While this traffic model has a similar data rate to the Rel-16 high data rate traffic model, there is a much higher rate of packet arrivals.

[bookmark: _Ref47719118]Table 1 – Rel-17 High Data Intensity Traffic Model
	Parameter
	Release-17 high data intensity traffic model
	Release-16 FTP traffic model 

	Basic traffic model
	FTP3
	FTP3

	Packet size
	0.05Mbytes
	0.5Mbytes

	Mean packet inter-arrival time
	16.67ms
	200ms

	Data rate
	24Mbps
	20Mbps

	cDRX setting
	Long cycle: 20ms
On duration: 5ms
Inactivity timer: 10ms
Note: short DRX cycle can also be investigated
	Long cycle: 160ms
On duration: 5ms
Inactivity timer: 100ms
Note: some evaluation results additionally considered short DRX cycle 



Proposal 1. Update TR38.840 to include a high data intensity traffic model that supports a high data rate with frequent data activity.
One approach to optimizing power consumption in these studies (Rel-16 and Rel-17 power saving studies) is to consider a single traffic model and to then optimize a power saving scheme to fit the characteristics of that traffic model. Adopting such an approach leads to larger theoretical power saving gains but is not very useful for improving the power consumption of a real UE that supports different traffic models simultaneously.
In order to more realistically model device power consumption, the study should consider the UE simultaneously supporting different traffic models, such as the Rel-16 and Rel-17 FTP3 traffic models of Table 1 and the web browsing traffic model detailed in TR38.840 [2].
Proposal 2. Evaluations should consider the UE simultaneously supporting different traffic models in order to more realistically model UE operation.
Candidate Power Saving Schemes for Evaluation
Dynamic DRX configuration
This section considers dynamically changing the DRX configuration by physical layer signaling. For example, the physical layer signaling could dynamically change the rate of PDCCH monitoring or DRX configuration etc.   
In Rel-16, DRX parameters are typically configured by RRC at connection setup and while they can be reconfigured over time, this RRC configuration / reconfiguration process is rather slow. This reconfiguration can be performed in response to a preferred UE DRX configuration being signaled by the UE to the network as UE assistance information. The slow nature of RRC configuration / reconfiguration  may make the network reticent to change DRX parameters and as a result, the UE rate of PDCCH monitoring may not be tailored towards its current traffic pattern and buffer state, resulting in the UE unnecessarily monitoring a large number of PDCCH that never actually schedule the UE. 
Hence we propose to study dynamic DRX configuration in the study phase of this work item, where the objective of the dynamic DRX configuration is to reduce the UE “idle” PDCCH monitoring, particularly when there is no traffic between the UE and network. 
To facilitate a UE performing dynamic DRX operation, we propose an L1 dynamic signaling mechanism where the configuration of the inactivity timer and DRX cycles in connected mode can be easily and quickly adapted based on the traffic for the UE or network conditions. Controlling the inactivity timer and configuration of the DRX cycles alters the amount of PDCCH monitoring performed by the UE. The L1 dynamic signalling can be used for the activation/selection of an active DRX configuration that had previously been configured by RRC signalling. The L1 dynamic signaling could be sent via DCI after the main part of data transmission is terminated, either in DL or UL.
Figure 1 illustrates a comparison of the existing (legacy) solution with the dynamic DRX configuration scheme that we propose to study. In this Figure 1, t1 and t2 are ”off” and “on” time periods, where the UE monitors PDCCH during the “on” time periods. RRC can configure pairs of values of {t1,t2} in a table and a DCI can be sent to indicate to the UE an index into that table. 
The figure shows “config 1”, which would be appropriate for one traffic model (e.g. FTP-like traffic), and “config 2”, which would be appropriate for another traffic model (e.g. HTTP-like traffic). These two traffic models could for instance be supported by a wearable “smartwatch” device, where a music-file download appears like FTP traffic and a fitness application appears like HTTP traffic. After some of the data packets of the traffic stream have been transmitted (and assuming the gNodeB is aware of the traffic type, e.g. via deep packet inspection or QCI), the gNodeB sends a DCI to the UE to indicate whether to apply “config 1” DRX / PDCCH monitoring (e.g. if the traffic is FTP) or to apply “config 2” DRX / PDCCH monitoring (e.g. if the traffic is HTTP).
As can be seen from the above description, with the proposed functionality the DRX cycle can be dynamically configured based on the traffic type. Through this, the unnecessary energy cost of PDCCH channel monitoring can be reduced. The control of the PDCCH monitoring can be done per UE by the base station, and the network can tailor a monitoring configuration based on the current UE traffic pattern. This gives a significantly more tailored UE receiver activity period depending on each UE traffic pattern compared to the legacy RRC based signaling, and therefore the amount of unnecessary PDCCH monitoring can be reduced or eliminated.


[bookmark: _Ref528921594]Figure 1 – DCI control of DRX configuration / PDCCH monitoring

The power saving performance of dynamic DRX configuration was analysed and the results were noted in TR38.840 [2], where it was noted that a power saving gain of 48% was observed for the given evaluation assumptions. Further details on the evaluation are available in [3].
Proposal 3: Study dynamic DRX configuration, where the configuration of the inactivity timer and DRX cycles can be signaled via DCI.

Semi-static ways to reduce PDCCH monitoring were also considered in [3]. For example, the rate of PDCCH monitoring could be changed as a function of operation of the inactivity timer or as a function of short DRX cycle operation. Such techniques may also be considered.

Conclusions
Proposal 1. Update TR38.840 to include a high data intensity traffic model that supports a high data rate with frequent data activity.
Proposal 2. Evaluations should consider the UE simultaneously supporting different traffic models in order to more realistically model UE operation.
Proposal 3: Study dynamic DRX configuration, where the configuration of the inactivity timer and DRX cycles can be signaled via DCI.
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