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[bookmark: _Ref47522348]Introduction
The WI “Enhancements to Integrated Access and Backhaul for NR” [1] is a continuation of the work initiated in Rel16 for the WI “Integrated Access and Backhaul” [2]. The new WI has the following objectives: 
	From RP-201293
In Rel-17, IAB enhancements support the following new functionality, applicable to FR1 and FR2:
· The introduction of inter-donor IAB-node migration increases robustness, allows for more refined load-balancing and topology management.
· Reduction of service interruption time caused by IAB-node migration and BH RLF recovery improves network performance, allows network deployments to undergo more frequent topology changes, and provides stable backhaul performance.
· Enhancements in scheduling, flow and congestion control improves end-to-end performance as well as spectral efficiency to the IAB network. 
· Duplexing enhancements increase spectral efficiency and reduce latency through the support of SDM/FDM-based resource management, through simultaneous transmissions and/or reception on IAB-nodes.



Hence, the updated WI focuses on three main areas: 
· Topology adaptation, 
· End-to-end performance,
· Spectral efficiency and latency
This paper provides an overview of these areas and sheds some light on the challenges that RAN1, RAN2, and RAN3 will need to address.
Please see our accompanying contributions on resource multiplexing [3] and other enhancements for simultaneous child and parent link operation in IAB [4].
[bookmark: _Ref178064866]Discussion
The essential topics for IAB Rel17 WI are discussed below.
Topology adaptation
The WID calls for solutions on inter-CU topology adaptation which was not considered in the Rel-16 WI.
We first highlight that topology adaptation and mobility are two distinctly different concepts, where IAB node mobility is excluded from Rel-17 WI. There are at least two main differences between mobility and topology adaptation. The first is that, in mobility, the reconfiguration procedure for handover is time-sensitive which means that if the procedure is not completed fast, the UE could lose the connection to the network. Conversely, for topology adaptation, reconfigurations are not time critical. Topology adaptation should be commonly seen/used as a mechanism for keeping the network stable by monitoring the network status and then adjusting the topology gradually in a non-time-critical manner. Short-term traffic peaks are not meant to trigger topology adaptations – these occurrences are rather temporary and can be addressed, e.g., by congestion mitigation mechanisms.
The second difference between topology adaptation and mobility is that, in mobility, if an inter-donor CU migration is needed, the connection to the first donor CU is typically released after the connection to the second node is established. For topology adaptation, since the goal is to move traffic, the result of a topology adaptation is that only a fraction of the traffic served by a migrating IAB node needs to be moved, e.g., at peak hours. This implies that one part of the traffic served by such migrating IAB node will still be carried over the first donor and another part of the traffic over the second donor. Since the network nodes do not move, the reconfigurations will always affect a very limited set of nodes.
Hence, we believe that the inter-CU migration should be mainly dictated by load balancing purposes, in which the serving CU may decide to move some traffic due other less loaded cells served by a different CU.
[bookmark: _Toc47731853]As opposed to mobility, inter-CU migration (i.e. topology adaptation) is not time critical.
[bookmark: _Toc47731854]For the top-level IAB node subject to load balancing, only a fraction of its traversing traffic will be moved via the new CU, meaning that this node will typically maintain the connection to the first CU. 
[bookmark: _GoBack]However, even if in most common cases only a portion of the overall traffic served by a migrating IAB node needs to be moved, it is important, from a network design point of view, that topology adaptation in IAB networks does not result in a considerable amount of signaling and reconfigurations as this may lead to traffic interruptions, buffering, delays, retransmissions, and, in extreme cases, packet losses. Thus, inter-CU migration (for load balancing) should incur minimum possible signaling or, at the very least, it should be possible to distribute the reconfiguration signaling load over a relatively long period of time.
[bookmark: _Toc47731855]From a network design point of view, inter-CU migration solutions should not lead to massive simultaneous reconfigurations.
Topology adaptation will also handle error cases such as radio link failures. For wide-area IAB networks, efficient and robust network planning and deployment should be considered as the primary mechanism to avoid radio link failures. Thus, radio link failures are expected to be very rare events. It might not be the same situation for other types of IABs that are not under operator control or are deployed in an uncoordinated/unplanned manner. For such IAB-nodes, failure cases may be more common, and solutions could be customized exclusively for them. However, migration as a consequence of RLF may be subject to less signaling overhead at least over the air interface.
[bookmark: _Toc47731856]RAN2 may consider load balancing of some of the traffic served by an IAB node, and radio link failures as the primary use cases of the Rel-17 inter-CU migration.
End-to-end performance
End-to-end performance is a broad topic and is tightly connected to topology adaptation. Topology adaptation should be, therefore, considered as one of the tools for providing better end-to-end performance. In addition, the WI lists the areas of scheduling enhancements and flow and congestion control mechanisms. During Rel-16, efforts were made to address the end-to-end performance. In this area, enhancement to reduce latency, adapt the traffic flow between hops more frequently, or handle failures were introduced e.g. a new BSR format, a hop-by-hop flow control, and redundancy by configuring multiple paths (DC-like). As for topology adaptation, scheduling and flow and congestion control are mechanisms that are part of the network proprietary algorithms. Thus, 3GPP should again focus on the useful hooks that could allow these mechanisms to operate more effectively.
In particular, user plane performance might be affected by reconfigurations which might be needed in the new inter-CU migration scenario. Unlike the intra-CU handover scenario, the IAB nodes/UEs that are involved in the migration, i.e. that are, at least, directly served by migrating IAB node (which is migrating from one CU to another CU) must receive an RRC reconfiguration (e.g. reconfigurationWithSync) message for changing the security keys as their context is relocated. Once the HO command, containing the reconfiguration, has been received and processed by an IAB node (i.e. IAB-MT) or UE, the security keys are changed, and the IAB-MT/UE will not be able to properly decrypt (or integrity verify if configured) any old packets that were encrypted with the old security keys unless a dual protocol stack is maintained for a period of time. The same holds for the keys used by the CU to decrypt the UL data.
Therefore, based on the above, it is not clear how to handle in the source path the packets that have been already transmitted by the source donor-CU to the top-level IAB node (or to any other IAB node or UEs which are served directly or indirectly by such top-level IAB node) and that are currently traversing the source path but that are not received yet at the destination by the time the HO command is issued from the network. The same reasoning obviously applies to the UL packets.
[bookmark: _Toc47731857]At inter-CU migration, the security keys for a migrating IAB node/UE are changed, and hence any old packet to/from such IAB node/UE might not be decrypted.
Hence, the problem might be twofold: first, such packets may never be correctly received by the intended device, and hence lead to packet losses (unless they are transmitted again from the target). Additionally, their transmission may have been in vain since the intended device cannot anyhow correctly receive them, which causes wastage of radio resources, as well as processing power at the UEs and IAB nodes.
[bookmark: _Toc47731858]RAN2 may discuss how to avoid or limit packet losses and unnecessary transmissions at inter-CU migration.
Spectral efficiency and latency
Spectral efficiency and latency are the RAN1-centric areas in this WI. While, solutions addressing end-to-end performance may also enhance the spectral efficiency, the WI explicitly lists duplexing enhancements as a method to address spectral efficiency and reduce latencies. The WID explicitly mentions four alternatives for simultaneous operation: MT Tx/DU Tx, MT Tx/DU Rx, MT Rx/DU Tx, MT Rx/DU Rx. Two of the duplexing alternatives can be categorized as IAB half-duplex reception and IAB half-duplex transmission, respectively, whereas the remaining two can be identified as IAB upstream full-duplex and IAB downstream full-duplex, respectively. It is our view that RAN1 should prioritize the IAB half-duplex cases before the IAB full-duplex cases [3]. The reason for that is that IAB full-duplex will require extensive signal power suppression between Tx and Rx parts, implying an expensive redesign in RF front-end parts. Although the single antenna panel case is a more demanding use case, the above holds also if different antenna panels are used for the Tx and Rx sides. Such redesign will be difficult to motivate since it would be isolated to IAB nodes and would severely delay time-to market and possibly also risk the whole IAB business case.
Similarly, base stations are typically designed for a fixed transmit power using PAs whose linearity is carefully designed to present system requirements. Adding extra linearity requirements in order to also allow for dynamic power control is going to require extensive base station redesign and involve substantial extra costs delaying time to market and making the IAB business case substantially less attractive. Unless there is a substantial advantage, such redesign is not warranted. These two design aspects lead us to the following proposal:
[bookmark: _Toc47731859]RAN1 to take into account existing base station design principles in its Rel-17 specification work.
In order to successfully specify enhancements to resource multiplexing, extensions to the presently specified timing modes, DL/UL power control and CLI as well as interference measurements may also be necessary. Here, RAN1 should be careful in identifying what belongs to the Rel-17 IAB WI and what may be more general specification changes that are beyond the scope of the Rel-17 WI. For example, unless properly designed, novel multiplexing scenarios may affect other nodes than IAB-nodes, the consequences of which must be carefully considered in the future work. Another example is NR-DC for which intra-carrier NR-DC operation is not defined for the general case and for which reason it is questionable if it should be specified within the Rel-17 IAB WI.
[bookmark: _Toc47731860]RAN1 should be careful not to introduce specification changes that may go beyond the scope of the Rel-17 IAB WI and affect also other network nodes.
Conclusion
In the previous sections we made the following observations: 
Observation 1	As opposed to mobility, inter-CU migration (i.e. topology adaptation) is not time critical.
Observation 2	For the top-level IAB node subject to load balancing, only a fraction of its traversing traffic will be moved via the new CU, meaning that this node will typically maintain the connection to the first CU.
Observation 3	From a network design point of view, inter-CU migration solutions should not lead to massive simultaneous reconfigurations.
Observation 4	RAN2 may consider load balancing of some of the traffic served by an IAB node, and radio link failures as the primary use cases of the Rel-17 inter-CU migration.
Observation 5	At inter-CU migration, the security keys for a migrating IAB node/UE are changed, and hence any old packet to/from such IAB node/UE might not be decrypted.
Observation 6	RAN2 may discuss how to avoid or limit packet losses and unnecessary transmissions at inter-CU migration.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 to take into account existing base station design principles in its Rel-17 specification work.
Proposal 2	RAN1 should be careful not to introduce specification changes that may go beyond the scope of the Rel-17 IAB WI and affect also other network nodes.
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