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Introduction
[bookmark: _Hlk510705081]In Rel-16 native NR positioning support was standardized. At RAN#86 a new SI was approved on enhancements in Rel-17 to positioning [1]. This contribution discusses our views on the potential enhancements. Our companion contribtuions discuss our views on scnearios and evaluations in [2], [3].    
Discussion
From [1] the main objective for RAN1 is 
1. Study enhancements and solutions necessary to support the high accuracy (horizontal and vertical), low latency, network efficiency (scalability, RS overhead, etc.), and device efficiency (power consumption, complexity, etc.) requirements for commercial uses cases (incl. general commercial use cases and specifically (I)IoT use cases as exemplified in section 3 above (Justification)):
With further with the sub-objective:
c. Identify and evaluate positioning techniques, DL/UL positioning reference signals, signalling and procedures for improved accuracy, reduced latency, network efficiency, and device efficiency.
Enhancements to Rel-16 positioning techniques, if they meet the requirements, will be prioritized, and new techniques will not be considered in this case.
From this SID we see that there are 4 main KPIs for evaluating the potential enhancements for Rel-17: accuracy, latency, network efficiency and device efficiency. We will discuss potential enhancements and problems that RAN1 can consider to investigate during this SI. 
Idle and Inactive Mode
During the SID drafting stage there were extensive email discussions for potential enhancements [4]. One potential enhancement for Rel-17 positioning which seemed to have fairly broad support was to extend positioning support to devices in RRC idle and inactive modes. In Rel-16 RAT-dependent positioning techniques are limited to UEs which are in RRC connected mode. There are at least three drawbacks of this limitation:
· The number of UEs that can be simultaneously positioned is limited
· Additional latency is incurred prior to positioning of UE if not in connected state when position is requested 
· Increased power consumption by requiring UE to move to connected state prior to positioning  

If UEs in RRC inactive and idle mode can perform positioning this allows a higher number of UEs to support positioning simultaneously. Especially in the case of UE based positioning this is prohibitive as UEs could otherwise perform positioning without moving to connected state. In IIoT scenarios and other use cases a massive number of UEs may require positioning service at the same time. Requiring all UEs to move to the connected state will lead to a large signaling overhead. 
Observation 1: Extending positioning support to RRC idle and inactive states improves the scalability of positioning support while also minimizing the signaling overhead. 


If UEs do not need to fist be paged and then move to RRC connected state prior to positioning there is decreased latency. If a UE needs to wait for the paging and then wait for RRC connection to be completed it may miss the PRS periodicity. For example, if the PRS periodicity is 40 ms and a UE is paged just before the PRS is sent it may need to wait for an additional 40 ms prior to even performing measurements on the PRS due to the RACH procedure. There can be a clear reduction by 40 ms in the latency if the UE is simply able to measure the PRS immediately after the paging. When the target latencies for some positioning use cases are 100 ms (or even smaller) this clearly means the requirements can’t be met without positioning support in idle/inactive modes. 
Observation 2: Positioning support in idle and inactive modes reduces the latency of positioning. 
If UEs can be positioned without moving to RRC connected state there is decreased power consumption at the UE. For example, if a UE performing positioning every second needs to first move to RRC connected state it will need to perform the RACH procedure once per second. Especially in the case of low cost, low power UEs this will be quite a burden which is not necessary. 
Observation 3: Extending positioning support to RRC idle and inactive states decreases UE power consumption. 
Proposal 1: Support RRC inactive and idle mode positioning for at least DL RAT-dependent positioning methods. 
Support of positioning in RRC inactive and idle mode for DL RAT-dependent positioning methods can involve both measurement of the DL PRS and reporting of measurements. 
Proposal 2: Support of DL RAT-dependent positioning methods for idle and inactive modes should include at least measurement of DL PRS and reporting of measurements without moving to RRC connected state. 
Proposal 3: RAN1 to study if/how UL or DL+UL RAT-dependent positioning methods could also be supported in RRC inactive and idle modes. 
Transmit Power Control 
Rel-16 NR positioning supports that a UE is configured with spatialRelationInfo and pathlossRS reference RS from a neighbour cell, in order to increase the hearability of UL positioning method. However, there are still some limitations when determine transmit power of SRS for positioning towards a neighbour gNB/TRP/RP.
1. Power control parameters are common for a SRS resource set
In NR, Power control parameters (including, P0, alpha, pathloss RS) are configured per SRS resource set. Whereas, Rel-16 NR positioning allows SpatialRelationInfo to be configured per SRS-resource. So, within one SRS-resource-Set a UE can sweep across beams for multiple cells. But, controlling the power to multiple neighbor cells in different SRS resources is not allowed, as power control parameters are common per SRS resource set.
2. Lack of TPC information at serving gNB
The power control parameters for SRS are configured by serving gNB via RRC signalling in current Rel15/Rel16 SRS framework. Without any knowledge of SRS’s target gNB/TRP, the serving gNB is not able to assign suitable power control parameters. Arbitrary UL Tx power adjustment may result in lack of coverage (not able to reach target cell) or exceeding interference.
Observation 4: Rel-16 UL TPC techniques have some limitations which negatively impact the performance in terms of achievable positioning accuracy of UL techniques. 
Proposal 4: RAN1 to study enhancements on transmit power control for UL and UL+DL positioning methods, e.g., study a new procedure for how serving gNB gets TPC parameters from neighbor gNBs/TRPs.  
NLOS Errors
A potential enhancement for Rel-17 positioning is to enable capabilities at either or both network and device side to detect and correct positioning errors arising due to non-line-of-sight (NLOS).
If the UE/gNB reports measurements of the maximum power component (NLOS) as being LOS, then the accuracy of the overall position estimate is severely degraded. To avoid this situation, the gNB/TRP/LMF/LS and/or UE should be able to distinguish between LOS and NLOS states and apply correction algorithms according to the detected state. The state statistics are either reported by the UE or estimated by the network using specific feedback from the UE regarding the channel impulse response (CIR) statistics. 
The UE/gNB/TRP/LMF may report a LOS indicator for each detected TRP. For example, the UE/LMF may compute per TRP, a LOS indicator which may take either a binary value (signifying presence or absence of LOS) or a real positive subunitary value, the latter signifying the probability of LOS. In addition, for low probability LOS channels, the UE may report measurements of more than the main multipath component, and the LMF may use these measurements in corroboration with the LOS probability to improve the location estimation accuracy. For both UE-based and UE-assisted positioning, the LMF may signal a LOS indicator for each TRP ID, and the UE may, in addition, attach to the current measurement report a refined LOS indicator for each TRP. The LMF may use this indicator to select the positioning algorithm, to collect network statistics, etc. 
Proposal 5: RAN1 to study NLOS identification and reporting.
Efficiency of DL PRS
RAN1 has agreed to introduce DL PRS resource sets in part to facilitate beam sweeping of the PRS for operation in FR2. Positioning at mmWave frequencies can be quite attractive due to the large BW that is available for PRS transmission. However, the measurement overhead for FR2 may be quite high. For example if the UE needs to measure 8 cells and the PRS is sent in 8 beams from each cell then the UE may need to measure up to 64 PRS. In addition, if the UE needs to perform RX beam sweeping on some of the cells it will require even more PRS measurements. Ideally a UE would only need to measure a subset of DL PRS resources within one DL PRS resource set. This is only possible if the UE (and optionally the network) knows apriori which beams the UE should select to measure the DL PRS on. 
Observation 5: The measurement overhead for DL PRS reception at FR2 may be quite high, in particular when UE RX beam sweeping is needed. 
Observation 6: Knowing apriori which DL PRS resources (i.e., beams) the UE should measure within a DL PRS resource set would be beneficial from a measurement overhead point of view. 
One solution that was standardized in Rel-16 is the use of QCL information to neighbor cells. However, the UE may not always have QCL information to all the cell it wishes to measure the PRS from and how the UE would report the apporiate information to LMF/serving gNB is not fully clear. In addition, it is quite possible the number of cells which the UE will measure, for DL-TDOA for example, is higher than the number of cells that the UE is measuring for mobility purposes. This means the UE either needs additional configurations prior to DL PRS measurement which increase cost at the UE side or the UE will not have sufficient QCL information for all the cells in order to determine the correct DL PRS beams to measure.
Observation 7: QCL information alone is not sufficient to help reduce the DL PRS measurement overhead.
Proposal 6: RAN1 to study complexity reductions for RAT-depedenet positioning techinques with a focus on FR2 operations.
In FR2, the PRS might need to be transmitted in a beamformed fashion to compensate the higher path loss at higher carrier frequencies. As a result, the network needs to sweep the PRS broadcast manner on all beams throughout the cells on the frequency layer which results in an inefficient use of the downlink resources. As an example, not all beams are relevant for nor they are detectable by the respective UE or UEs for positioning measurements. 
To improve the network efficiency, we propose to study mechanisms to enable the network to optimize the transmission of PRS in a dynamic and/or on-demand manner. In a contribution to RAN2 [5] we discuss the difference between dynamic and on-demand PRS in detail. We summarize here: 
· On-demand PRS refers to PRS transmission upon request from the UE and is associated with the concept of transmitting PRS only on a subset of beams. 
· Dynamic PRS refers to a dynamic PRS resource allocation where the allocation is temporarily increased/decreased based on current accuracy requirements of UEs performing positioning. 

On-demand PRS thus provides PRS where the actual UEs are located and thus reduce the use of resources and time needed for the sweep. This would be foremost beneficial for FR2 but also useful in FR1 deployments. Network optimization of PRS transmission can also lead to UE efficiency improvement (in terms of latency), since the overall time to measure PRS signals may be reduced due to the reduced beam sweeping time, leading to reduced time to complete the positioning procedure.
In addition, related to supporting dynamic configuration of PRS for network efficiency, we propose to study mechanisms to provide PRS in UE dedicated manner. Dedicated configuration could be used to support UE specific positioning needs i.e. in case network does not currently broadcast PRS or if the broadcast PRS configuration is not suited for UE e.g. in terms of PRS periodicity, bandwidth.
Observation 8: On-demand PRS has the benefit of higher network efficiency. 
Observation 9: Dynamic PRS has the benefit of adapting to the current positioning requirements in a network efficient way. 
Proposal 7: Study mechanisms to enable optimized PRS transmission by the network
Proposal 8: Study mechanisms to support dynamic PRS configuration in UE dedicated manner to support UE specific positioning needs. Note: This may have RAN2 impact.  
Beam Offset Errors
One of the main objectives of the Rel-17 work on positioning enhancements is to improve the accuracy of the RAT-dependent positioning methods. One technique that could be improved is downlink angle of departure. DL AoD-based positioning is sensitive to orientation uncertainties of the gNB beams. Specifically, each gNB introduces orientation errors in their beamed transmission, i.e. each beam is sent under an angle characterized by an unknown error. Then when an LMF compute the location estimate of the UE using the DL-AoD method these beam orientation errors propagate to the position estimation. Figure 1 shows this problem. 
Until recently these errors could be absorbed by the overall location error (i.e. Rel-16 allows errors in the meter range), in Rel-17 they are not negligible anymore. Consequently, the location management function or location server needs to evaluate and potentially compensate for these errors, e.g. estimate and cancel them, in order to obtain accurate UE position estimates. In Rel-16 the gNB signals the LMF with the azimuth and elevation angles per DL PRS resource. However, the exact method for the gNB to determine these azimuth and elevation angles is left undefined. As the DL PRS beam configuration should remain flexible and can change over time it is also possible that the beam orientation errors vary over time. 
Proposal 9: RAN1 to study beam orientation errors and potential correction mechanisms in order to improve the positioning accuracy achievable with DL-AoD.
[image: ]
Figure 1: Orientation errors for NR positioning.
Low Latency
The 3GPP TR 22.872 complements existing work on 5G use cases involving positioning needs in order to identify potential requirements for 5G positioning services. For some use cases (e.g., machine control), there will be stringent latency requirement for positioning service. As analysed in 22.872, time-related KPIs for positioning include:
· Time to First Fix (TTFF): time elapsed between the event triggering for the first time the determination of the position-related data and the availability of the position-related data at the positioning system interface. TTTF is greater or equal to Latency.
· Update rate: the rate at which the position-related data is generated by the positioning system. It is the inverse of the time elapsed between two successive position-related data.
· Latency: time elapsed between the event that triggers the determination of the position-related data and the availability of the position-related data at the positioning system interface. At initialisation of the positioning system, the latency is also defined as the Time to First Fix.
These time-related KPIs related to the location server and measurement point become
· TTFF_RAN: The time elapsed between the location server sending the location information/request and receiving the first whole position-related data for UE positioning purpose.
· Update_Time_RAN: The time elapsed between two successive whole position-related data received by the location server. 
· Latency_RAN: The time elapsed between the location server receiving the position-related data from the measurement point and the measurement point generating a measurement position-related data. At initialisation of the positioning system, the latency is also defined as the TTFF_RAN.
· Measurement_Time_RAN: The time to complete the position-related data measurement at the measurement point.
[image: ]
Figure 2: Time-related KPIs for NR positioning
In the end-to-end positioning latency study, RAN1 should only focus on physical layer aspects contributing to “Latency_RAN”. The architecture and protocal enhancements should be discussed in RAN2 and RAN3.  
Proposal 10: RAN1 should only focus on physical layer aspects when discussing enhancements on latency reduction for positioning.
One key component in “latency_RAN” is the latency of positioning measurement report. In Rel-16 NR positioning, the report event for positioning measurement from a UE to LMF is transparent to the serving base station. The nature of transparency may result in additional latency, especially in the procedure of positioning measurement report. Taking downlink time difference of arrival (DL-TDOA) technology as an example, the latency of positioning measurement reporting in lower layer is illustrated in Figure 3.


Figure 3: RSTD report latency
The lower layer latency for positioning service consists of at least “SR_delay”, “UL_grant_delay”, and “scheduling_delay” (from measured data generation to the RSTD report in UL). With stringent latency requirement in NR positioning, a design to reduce these latencies (which are components of the whole positioning service latency) is required. For example, in Rel-17 we have agree that for IIoT use cases that less than 100 ms latency is required and in the SID latency on the order of 10s of ms is desired. It seems quite challenging to meet these requirements and reduction in latency is clearly needed from Rel-16 to meet them. In the most extreme case, it would be better if the UE has the opportunity to report measured RSTD just after the measurement data being generated.
Proposal 11: Methods to reduce the delay in the positioning measurement report should be studied.
Timing Advance Issues 
One behavior difference between SRS for positioning (SRS-P) and sounding SRS is noticed regarding TA. While sounding SRS is transmitted toward a serving cell, a target cell of SRS-P transmission can be neighbour cells. If TA is not properly set for a RX gNB, it not only causes interference to co-scheduled UEs, but also degrades hearability of SRS-P. Moreover, distance to a neighbor cell will be larger than that to a serving cell, timing mis-alignment is likely to happen critically at a neighbor cell. However, in the positioning usecase, a hearing cell is not a serving cell, the TA control procedure is much complex, the legacy TA control schemes may not be proper. It may need co-ordinated operations across cells.
[bookmark: _GoBack]Observation 10: When SRS-Positioning is transmitted toward a neighbor cell, serving-cell centric TA control mechanism causes inter-UE interference and hearability degradation in the RX neighbor cell.
Conclusion
In this contribution we make the following proposals and observations:
Observation 1: Extending positioning support to RRC idle and inactive states improves the scalability of positioning support while also minimizing the signaling overhead. 
Observation 2: Positioning support in idle and inactive modes reduces the latency of positioning. 
Observation 3: Extending positioning support to RRC idle and inactive states decreases UE power consumption. 
Proposal 1: Support RRC inactive and idle mode positioning for at least DL RAT-dependent positioning methods. 
Proposal 2: Support of DL RAT-dependent positioning methods for idle and inactive modes should include at least measurement of DL PRS and reporting of measurements without moving to RRC connected state. 
Proposal 3: RAN1 to study if/how UL or DL+UL RAT-dependent positioning methods could also be supported in RRC inactive and idle modes. 
Observation 4: Rel-16 UL TPC techniques have some limitations which negatively impact the performance in terms of achievable positioning accuracy of UL techniques. 
Proposal 4: RAN1 to study enhancements on transmit power control for UL and UL+DL positioning methods, e.g., study a new procedure for how serving gNB gets TPC parameters from neighbor gNBs/TRPs.  
Proposal 5: RAN1 to study NLOS identification and reporting.
Observation 5: The measurement overhead for DL PRS reception at FR2 may be quite high, in particular when UE RX beam sweeping is needed. 
Observation 6: Knowing apriori which DL PRS resources (i.e., beams) the UE should measure within a DL PRS resource set would be beneficial from a measurement overhead point of view. 
Observation 7: QCL information alone is not sufficient to help reduce the DL PRS measurement overhead.
Proposal 6: RAN1 to study complexity reductions for RAT-depedenet positioning techinques with a focus on FR2 operations.
Observation 8: On-demand PRS has the benefit of higher network efficiency. 
Observation 9: Dynamic PRS has the benefit of adapting to the current positioning requirements in a network efficient way. 
Proposal 7: Study mechanisms to enable optimized PRS transmission by the network
Proposal 8: Study mechanisms to support dynamic PRS configuration in UE dedicated manner to support UE specific positioning needs. Note: This may have RAN2 impact.  
Proposal 9: RAN1 to study beam orientation errors and potential correction mechanisms in order to improve the positioning accuracy achievable with DL-AoD.
Proposal 10: RAN1 should only focus on physical layer aspects when discussing enhancements on latency reduction for positioning.
Proposal 11: Methods to reduce the delay in the positioning measurement report should be studied.
Observation 10: When SRS-Positioning is transmitted toward a neighbor cell, serving-cell centric TA control mechanism causes inter-UE interference and hearability degradation in the RX neighbor cell.
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