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Introduction
[bookmark: _Hlk510705081]At RAN #86 in December 2019 a work item for NTN was agreed (RP-193234,[1]). The normative activities include development of specifications for HARQ solutions which can deal with the extended delays of NTN. In this document we discuss the problem of HARQ stalling while operating NTN, and subsequently provide our proposal on how to avoid this problem.
HARQ Stalling
In the TR [2], RAN1 has raised concerns about the effects of the long latency in NTN physical interface over the HARQ performance and capabilities. One of the main challenges identified is related to the stop-and-wait mechanisms in HARQ. When there is a continuous flow of information in the data link, combined with the very large delays in PHY, the link may run out of HARQ processes (max. of 16 as of Release 15) before the MAC has received an ACK/NACK indication for any of the used HARQ processes. 
The exhaustion of HARQ processes due to the stop-and-wait design may therefore deteriorate the system performance, by limiting the number of transport blocks that can be assigned per user over a RTT interval. There are two major components that contribute to the “expiration” of the number of HARQ processes available for new data: 
· The latencies between RAN and the UE.
· The number of Transport Blocks assigned to the UE over a period of time

The first factor depends mostly on the latency on the air interface, which in NTN can be as high as many ms and is associated to many factors: satellite height, UE elevation angle, position of the gateway (transparent architecture), latency on the satellite frequency conversion/relaying time (transparent architecture), etc. The second factor depends on the link scheduling frequency (traffic demand from UE applications) and slot length. 
For example, if the slot duration is 1 ms (15 kHz of subcarrier spacing) and the UE is scheduled continuously, and the experiences situations with RTT larger than 16 ms, which in turn will lower the network efficiency due to HARQ stalling (stop-and-wait). If the slot duration is 0.25 ms (60 kHz of subcarrier spacing) the system may stall already when RTT exceeds 4 ms. 
[image: ]
Figure 1: relative efficiency due to stalling vs RTT for different Time to fill values for a slot duration of 1 ms

Figure 1 shows the relative efficiency, measured as the scheduling time availability, as a function of the RTT for different “time-to-fill” the 16 HARQ processes.
Observation 1: Continuously scheduling a UE under NTN operation may lead to lower link efficiency due to HARQ stalling.
If the UE scheduling is spread over time, this will naturally lead to larger ’time to fill’ values, which improves the effiency, as shown in Figure 1. However, the feasibility of this may depend on different aspects, such as the traffic demand, number of applications running on the UE and others. 
Observation 2: Spreading the UE scheduling over time, lowers the likelihood of lower link efficiency due to stalling.
However, NTN devices may want to be as power efficient as possible as NTN may cover remote areas which do not always have charging possibilities, so it is important to avoid stalling and save the battery of the UE also and thus try to schedule the UE continuously. Moreover, the NTN may be sparse, i.e. with few satellites deployed, and the UEs may want to maximize network usage through the limited time window of coverage.
Observation 3: Even for a continuously scheduled UE it is important to avoid stalling due to HARQ in order to save UE power and maximize the network usage.
In the following subsection we will discuss some of the considered options for addressing the HARQ stalling problem.
Discussion of potential solutions for HARQ stalling
In [38.821] several solutions for the HARQ stalling problem are identified:
· Option 1: Keep 16 HARQ process IDs and rely on RLC ARQ for HARQ processes with UL HARQ feedback disabled via RRC. 

The main advantage of option 1 is that it provides a simple solution for the problem. In short, it corresponds to disabling UL HARQ Feedback thereby building UL robustness based on higher layer retransmissions, such as the RLC ARQ. During the SI phase, a study presented a simulation scenario with no significant throughput loss comparing an “ARQ only” system with a scenario with “expanded” (no stalling) HARQ processes with a target BLER of 1% or 10% [3].  However some considerations should be made.
First, for low BLER (1% or 10%) there may be low throughput impact but, it is well known that varying the target BLER may provide different throughput gains [4] due to the soft combining through HARQ, and it is a good source of flexibility for the scheduler. Moreover, throughput is not the only factor to be observed. HARQ may also improve the overall latency by providing a much faster response than higher layer retransmissions. For certain applications, latency may be critical to the system, especially if considering the fact that the NTN physical latency lower bound is already high. 
Observation 4: Disabling HARQ and relying on higher layer retransmissions reduces the flexibility of the scheduler and may result in lower spectral efficiency. 
Observation 5: Disabling HARQ and relying on higher layer retransmissions leads to higher latency per retransmitted packet, which may harm certain applications, in special considering the physical latency constraints in NTN environment.
· Option 2: Greater than 16 HARQ process IDs with UL HARQ feedback enabled via RRC with following consideration

This will solve the stalling probability, but brings up the question on how high the number of HARQ processes needs to be and it also increases the memory used for HARQ in the UE side, increasing the cost and complexity of such devices. Alternatively, the increasing of number of HARQ processes would lower the available soft memory for each HARQ process, thereby limiting the potential throughput.
Observation 6: Increasing the number of HARQ processes leads to higher UE complexity.
At the same time it is written in [38.821]:
· RAN1 to evaluate the effectiveness of the Rel-15 methods for achieving lower BLER target before any new methods are considered
We would like to bring forward another option, which will mitigate the stalling problem and which is already available in the specification: the use of pre-emptive repetition, such as in slot aggregation.
Instead of sending a transport block once, it can simply be pre-emptively repeated X times, with only providing feedback after the last repetition. This increases the ‘time to fill’, as the same process will now last for at least X slots. 
 Thereby, it would mitigate the efficiency loss due to stalling. To minimize the loss in efficiency due to the channel reuse, the scheduler may compensate by allocating larger transport blocks when compared to the no-repetition case. HARQ feedback can still be used on top of this by providing feedback after the X repetitions, where X can be configured to fit the typical RTT of the satellite.
Proposal 1: RAN1 to discuss and decide on whether automatic repetitions can solve HARQ stalling in NTN.

Summary
In this document we have made the following observations and proposals:
Observation 1: Continuously scheduling a UE under NTN operation may lead to lower link efficiency due to HARQ stalling.
Observation 2: Spreading the UE scheduling over time, lowers the likelihood of lower link efficiency due to stalling.
Observation 3: Even for a continuously scheduled UE it is important to avoid stalling due to HARQ in order to save UE power and maximize the network usage.
Observation 4: Disabling HARQ and relying on higher layer retransmissions reduces the flexibility of the scheduler and may result in lower spectral efficiency. 
Observation 5: Disabling HARQ and relying on higher layer retransmissions leads to higher latency per retransmitted packet, which may harm certain applications, in special considering the physical latency constraints in NTN environment.
Observation 6: Increasing the number of HARQ processes leads to higher UE complexity.

Proposal 1: RAN1 to discuss and decide on whether automatic repetitions can solve HARQ stalling in NTN.
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