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Introduction
[bookmark: _Hlk510705081]The revised IIoT / URLLC work item description for Rel-17 [1] has enhancements for time synchronization as one of its main objectives:
	4. Enhancements for support of time synchronization:
a. RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]
b. Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]



SA1 has defined updated 5GS end-to-end (E2E) time synchronization accuracy requirements in Rel-17 in the CR to TS 22.104 [2]. The CR describe the synchronization accuracy requirements for the scenario “Control-to-control communication for industrial controller“, with up to 900ns instead of previously mentioned accuracy of 1000ns in Rel-16. In particular, the large-scale scenarios such as smart grid with 5GS E2E synchronization budget requirements of 1000ns can be challenging. In this contribution, we revisit the achievable time synchronization accuracy in the RAN, considering the agreements in Rel-16, revisit the conclusions of TR 38.825 and analyse the changes needed in Rel-17 to ensure 5GS system ability to support the requirements set to the scenarios. We study in detail the RAN and network (NW) performance and use this as basis for a 5GS E2E time synchronization accuracy budget split between the NW, RAN and the UE.
Discussion
For simplicity, we focus on two scenarios: “Control-to-control communication for industrial controller“, and “Smart Grid: synchronicity between phasor measurement units (PMUs)”. The former is assumed to be indoor factory with a relatively small service area and the latter is considered to be an outdoor wide-area deployment. Example architectures for the two scenarios are depicted in Figure 1 and Figure 2, respectively. In the illustrations, blue clocks are synchronized to the 5G clock, and grey clocks are synchronized to a TSC clock. 
[image: ]
[bookmark: _Ref46741522]Figure 1. Indoor factory deployment example.
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[bookmark: _Ref43374953]Figure 2. Smart grid deployment example.

In order for the 5GS to accurately calculate the residence time it is important that all 5G network elements (e.g. UE/DS-TT and UPF/NW-TT) are time-synchronized. In the indoor factory scenario, a vertical time-domain different from the time-domain used natively by the 5GS (e.g. UTC) is likely present. In this case, there will be an intra-5GS synchronization framework that ensures this synchronization among all gNBs as well as the UPF (NW-TT) as shown in Figure 1. The 5GS synchronization framework has an achievable accuracy that depends on its implementation, the deployment may for example have a GNSS receiver installed at the gNB and UPF points or there may be a single GNSS receiver with a PTP framework that uses the 5GS transport network to synchronize all devices. 
For the smart grid case, the vertical time-domain is likely GPS or UTC, which means that native 5G synchronization methods can be used, which means that only the gNB synchronization accuracy to provide the 5G GM to the UE is of concern to reflect the 5GS E2E time synchronization accuracy. In order to analyse the different components in E2E time synchronization accuracy, we split the 5GS into three parts to better analyse their contribution to the time synchronization accuracy: 
Network (NW) part accounts for the time synchronization error caused by distributing the 5G GM to the gNB through the NW. When the 5G GM source is shared between the UPF and the gNB, the synchronization error involved in this, is also included in the network part. For the UE-UE synchronization scenario, the network part accounts for the relative synchronization error between the gNB providing the involved UEs with the 5G GM.
RAN part captures the time synchronization error between the UE and the gNB. This includes the aspects of antenna alignment time errors, ReferenceTimeInfo delivery, SFN estimation including the impact on propagation delay (PD) compensation.
UE part captures the time synchronization error introduced by UE implementation and between the UE modem and DS-TT. This includes the UE internal RF oscillator drift.
Splitting the 5GS E2E time synchronization budget between UE, RAN and NW parts represents a trade-off if the 5GS E2E budget is exhausted. This means that increasing the maximum budget for one part will reduce the maximum budget for the others, which inevitably will reduce the design and implementation options for these parts to stay within the new budget. If we do not consider such breakdown of the E2E accuracy budget, there is a risk that the sum of the three parts will exceed the 5GS E2E requirements. In this contribution, we access the time synchronization accuracy for the RAN and the NW part. We assume that the remaining budget is available for the UE. 
In Appendix 4.1 we provide a time synchronization accuracy analysis for the RAN part. The analysis studies the accuracy needed by the RAN for the two considered scenarios, with and without propagation delay compensation based on Release-16 timing advance procedure. The network errors are derived from our analysis presented in Appendix 4.2. Table 1 consists of a summary of the 5GS E2E requirement, RAN and NW synchronization errors and shows the remaining budget, which forms a candidate for the maximum UE part budget.
Table 1. Summary of 5GS E2E breakdown based on achievable RAN, NW and UE accuracy performance.
	Case
	E2E requirement
	RAN error (see Appendix 4.2)
	NW error (see Appendix 4.1)
	Remaining budget (e.g. for the UE)

	Indoor factory, NW-TT to DS-TT, any vertical TD
	<900 ns
	<465 ns *
	<80 ns
	415 ns

	Indoor factory, DS-TT to DS-TT, any vertical TD
	<900 ns
	<520 ns *
	<80ns
	380 ns

	Smart grid, 5G TD,
	<1000 ns
	<580 ns **
	<100 ns
	420 ns


* No propagation delay compensation is used.  
** Using Release-16 Timing Advance procedure as basis for Propagation delay compensation.  
From this evaluation of the RAN part time synchronization accuracy in a typical deployment, we first note that the two cases studied in the indoor factory, leaves at least 900ns-520ns=480ns for the NW and UE part. Assuming the NW parts needs ±100ns, the UEs will have up to 380ns of the E2E time synchronization accuracy budget. We conclude that the configuration used in the RAN part, is sufficiently good to allow the full 5GS E2E to meet the performance requirements set in SA1. 
In the smart grid case, it is clear that PD compensation is needed and we find that using TA for PD estimation leaves 1000ns-580ns=420ns of the 5GS E2E time synchronization accuracy budget to the NW and UE parts. Subtracting the NW part of ±100ns, this leaves 320ns to the UE, which should be plenty. We observe based on our analysis that propagation delay compensation is a strictly necessary feature for the smart grid scenario, and that propagation delay compensation based on Rel-16 timing advance, with a reasonable gNB implementation of the timing advance operation, is sufficient from a 5GS E2E perspective. A reasonable gNB implementation would for example include that the gNB filters out instantaneous errors (e.g. CIR detection changes due to fading) which are not reflecting a change of the propagation delay. It would also include that the gNB objective of timing advance is to minimize the measured UL and DL timing offset (accounting for specified offsets such as TDD offsets obviously) and at the same time keeps the UE up-to-date with the latest PD estimation, when a change of the PD has been determined. We note that this also assumes that the UE is conducting the PD compensation, which is desirable in order to support propagation delay compensation along with broadcasted SIB9. 
Observation 1: Propagation delay compensation is needed for Rel-17 to support the smart grid scenario.
Observation 2: Propagation delay compensation by the Rel-16 timing advance procedure is sufficient to fulfil the Rel-17 requirements, assuming a reasonable gNB implementation of the timing advance procedure.
By reusing the Rel-16 timing advance procedure, specification of a propagation delay compensation feature in Rel-17 will not require be any RAN1 involvement.
Observation 3: No RAN1 involvement for enabling sufficient propagation delay compensation in Release-17 has been identified. 
[bookmark: _GoBack]Based on these observations, it our clear view that propagation delay compensation in Rel-17, could be based on the Rel-16 timing advance procedure. As this option to support propagation delay compensation is the most straight forward option to standardize, we propose that propagation delay compensation in Rel-17 is based on the timing advance procedure from Rel-16. 
Proposal 1: Propagation delay compensation in Rel-17 should be based on the Rel-16 timing advance procedure, which requires no RAN1 involvement.
 
Conclusion
Based on our analysis of propagation delay compensation for time synchronization, we have observed that propagation delay compensation is a critical feature to be supported in Rel-17, particular for the smart grid scenario. When splitting the 5GS E2E time synchronization accuracy into network, RAN and a UE part, we see that the RAN time synchronization accuracy is sufficiently accurate to leave sufficient budget to the network and UE part. We therefore observe from the analysis that the propagation delay compensation feature can be based on the Rel-16 timing advance procedure:
Observation 1: Propagation delay compensation is needed for Rel-17 to support the smart grid scenario.
Observation 2: Propagation delay compensation by the Rel-16 timing advance procedure is sufficient to fulfil the Rel-17 requirements, assuming a reasonable gNB implementation of the timing advance procedure.
Observation 3: No RAN1 involvement for enabling sufficient propagation delay compensation in Release-17 has been identified. 
Based on our observations it is clear that propagation delay compensation should be based on Rel-16 timing advance, which means that no RAN1 involvement is needed:
Proposal 1: Propagation delay compensation in Rel-17 should be based on the Rel-16 timing advance procedure, which requires no RAN1 involvement.
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Appendix
5GS Network time synchronization error budget 
Based on the description above on the network part, we consider two general options for deployment of the 5G GM clock;
A. A single 5G GM clock source (e.g. from aGNSS receiver or a TSC GM) is distributed to the gNB and UPF (NW-TT) with a (g)PTP framework.
B. Multiple 5G GM clock instances (of the same time-domain, e.g. from multiple GNSS receivers) are distributed in the scenario (e.g. one at each gNB and UPF).

We consider that Option A is relevant for the indoor factory scenario, where we assume that the 5G GM clock source, UPF and gNB are located within the same facility and potentially within the same rack. The connection between UPF (NW-TT) and gNB is assumed to span over maximum four (g)PTP capable hops relative to the 5G GM. According to The RAN3 LS in R3-187252 this can introduce an maximum error of TE<|4 ∙40ns|, corresponding to an error within ±80ns. 
For Option B, when multiple 5G GM clock sources (of the same reference) are provided throughout the scenario, the NW accuracy does not depend on the path between the 5GS components, but on the synchronization error between two 5G GM clock instances (e.g. GNSS receivers). Considering the 5G GM instance is provided by GNSS receivers, the maximum error between the GNSS receivers are 200ns according to R3-187252, which translates to a time synchronization error range of maximum ±100ns. 
5GS RAN error components and typical values
In the error source components description, we build on top of R1-1900935. In the analysis, we start addressing the time synchronization error components related to 5G clock time synchronization without PD compensation. The analysis considers that Timing Advance (TA) is used for PD estimation and compensation to evaluate its applicability for PD compensation in Rel-17. The analysis will be limited to 15 kHz SCS for smart grid to support sufficient coverage for the wide area smart grid scenario, whereas 30 kHz SCS is assumed for the indoor factory scenario. We assume this is a reasonable assumption as the indoor scenario will not be coverage limited, and can even be considered to be a dedicated network.
Starting at the air interface, (i.e. between two antennas), a reference signal is subject to propagation delay and detection errors at the receiver. The latter is subject to the bandwidth (fading conditions) and receivers sampling capabilities. So we may denote the antenna reception time at the UE to be
tSFN-UE-RX = tSFN-UE-TX + dPD-DL+ TEUE-DL-RX.

As we use the SFN timing (tSFN-UE-RX) at the UE as our reference time for the timestamp received in referenceTimeInfo-r16, we need to account for the gNB introduced error for the transmission time and timestamp recording. This time error is denoted TETAE in this analysis and represents the gNB antenna port timing to the gNB timestamp used in referenceTimeInfo-r16 (providing the SFN timestamp). As mentioned in R1-1900935, there are no requirements on this in the specifications, but they can be derived from the RAN4 specifications of gNB TAE which captures the timing inaccuracy between two antenna ports. Further, there is a rounding error from the resolution of the referenceTimeInfo-r16 IE denoted here as TETI. So we need to add the errors TETAE and TETI. The total accuracy error for cases without propagation delay compensation then becomes
TERAN-Not-PD-Compensated = TEUE-DL-RX + dPD-DL + TETAE + TETI .

We then consider the case where timing advance is applied for PD compensation. The UE UL transmission time is based on the UE’s DL reference timing, the latest TA command and the TA application error which is bounded by RAN4 (TETA-err) The expression becomes, assuming that TA is a positive number
tUE-TX = tUE-RX – TA0 + TETA-err .   

The gNB measures and compares the received signal time from the UE with the expected time (its DL timing) and calculates the timing offset (TO). Again, the UL transmission is subject to air interface introduced errors such as propagation delay and receiver detection errors. The gNB may issue a new TA command to the UE, instructing it to adjust its UL transmission time with TO. This adjustment is subject to rounding error due to a limited TA adjustment granularity, which we denote TETA-C. The UE will add the new TA command adjustment to its previously applied TA and obtain the new and updated TA value. The applied TA by the UE can then be expressed as
TA1 = TO1 + TETA-C + TA0 , 
where we note that the TETA-err is only considered when the UE adjusts its TA. So to not include it twice, it is not visible in this expression.
We can then express the UEs best estimation of the transmission time of the SFN boundary by the DL reception time minus half the applied TA value 
tgNB-UE-Estimate = tUE-RX – ½TA1 . 
Putting it all together we get the following expression for the total time synchronization error when the TA procedure is used for PD compensation 
TERAN-PD-Compensated = ½TEUE-DL-RX + ½(dPD-DL - dPD-UL) - ½TEgNB-UL-RX - ½TETA-err - ½ TETA-C - TETAE + TETI .
When we consider the case where the 5G clock timestamping entity is both a DS-TT, we need to consider the relative time difference at two UEs, which we express as
TEUE0-UE1 = |tUE0 – tUE1| , where
tUE0 = tgNB0 + TEUE0-DL-RX + dPD-DL-gNB0-UE0 and tUE1 = tgNB1 + TEUE1-DL-RX + dPD-DL-gNB1-UE1
The difference between the transmission timing on the air interface on gNB0 gNB1, depends on the gNB architecture and whether components are shared in the synchronization chain to each UE. In this analysis we assume that the UEs are connected to two separate DUs but the same CU. The following section will go through the different error components and describe their typical values related to the considered use cases. 
gNB transmit time alignment error (TETAE)
This is an error capturing the time misalignment between the air interface transmission time and the timestamp used to generate the timestamp in referenceTimeInfo-r16 IE. The gNB distributed unit can provide its timestamp to a gNB centralized unit, or the gNB distributed unit may even reencode SIB9 if needed. Still, there can be a time synchronization mismatch between the timestamp and the actual transmission time on the air interface. This error can be upper bounded per the TAE synchronization requirement between two involved antenna ports are defined in TS 38.104 for different base-station classes supporting MIMO, CA, DC. 
	6.5.3.2	Minimum requirement for BS type 1-C and BS type 1-H
For MIMO transmission, at each carrier frequency, TAE shall not exceed 65 ns.
For intra-band contiguous carrier aggregation, with or without MIMO, TAE shall not exceed 260ns.
For intra-band non-contiguous carrier aggregation, with or without MIMO, TAE shall not exceed 3µs.
For inter-band carrier aggregation, with or without MIMO, TAE shall not exceed 3µs.
The time alignment error requirements for NB-IoT are specified in TS 36.104 [13] clause 6.5.3.


 
For the indoor factory, it is assumed that the gNB support intra-band contiguous carrier aggregation, and hence TAE is upper bounded by a timing error <260ns. By splitting this equally per antenna-port, this means that the maximum timing error is ±130ns, relative to the SFN timestamping entity. For the smart grid case, in a generic deployment, we assume that a higher inaccuracy will be present, e.g. due to a larger number of relays from the antenna port to the gNB SFN timestamping entity. We note that in principle, for TDD, TAE of 3µs bounds the timing error between two antenna ports, but for FDD there is in principle no such applicable TAE requirement. In the rural deployment scenario considered for the smart grid case, we assume that the synchronization error between the gNB SFN timestamping entity and the air interface time can be maintained within ±200ns. 
Propagation delay (dPD-DL)
The propagation delay refers to the downlink propagation delay of the radio signal on the air interface. The service area for the indoor factory is up to 1000x100m but covering this with a single small cell base-station might be challenging and too optimistic. Therefore we assume that multiple small cells are likely to be used to cover the factory. We assume that a maximum distance of 60m distance between UE and gNB for indoor factory is expected, which corresponds to 200ns in propagation delay in line-of-sight.
The smart grid scenario could be a typical rural deployment with inter-site distances of for example 1732m. We will in this scenario assume that distances of up to 1200m can be expected which corresponds to 4000ns of propagation delay in line-of-sight.
In our analysis we assume that the propagation delay in UL and DL is the same, as this error component are not accounting for the detection inaccuracies (they are covered in separate error components). 
UE DL reception timing error (TEUE-DL-RX)
This error is related to the impact from small scale fading to the peak detection (which is affected by the CIR peak detection and time sampling granularity) of the DL reference signal used by the UE to determine the SFN boundary reception time. As argued in R1-1900935, the accuracy will depend on the bandwidth and be larger in wide-area scenarios due to multipath propagation. The DL reference signal can be for example PSS/SSS or DM-RS on PBCH, or a dedicated DM-RS transmission on PDSCH, or even DL-PRS. In this study we consider the case of DM-RS on PBCH, where the accuracy is estimated to ±130ns. This value is applied for both scenarios. 
We note that a higher bandwidth reference signal, e.g. PRS could be used to further improve the accuracy, that UE-based time tracking can further reduce the long-term error and that the error would be lower for an indoor case compared to the outdoor case where multipath propagation is more significant due to the increased probability of NLOS. 
ReferenceTimeInfo timestamp rounding error (TETI)
Due to the limited granularity of the timestamp in referenceTimeInfo-r16, there will be a rounding error. As the granularity is agreed to be 10ns [TS 38.331], this will introduce an error of ±5ns, assuming a uniform rounding error. 
gNB UL reception timing error (TEgNB-UL-RX)
This error refers to the error introduced from detection imperfection (CIR peak detection and time sampling granularity), of the uplink transmission used to measure TO at the gNB. For timing advance, SRS, PUCCH and PUSCH transmissions can be used to measure TO, as the UE applies TA for these. In R1-1900935 the short term error was studied using simulations. The analysis concluded that the error is negligible when the SNR was larger than 0dB and an error in the order of 5Ts for an SNR between -5dB (and lower than 0dB). This seems realistic in both scenario, and we note that even for a low SNR, data transmissions could be using a lower MCS and hence a large bandwidth, again improving the detection performance. Further this is an error which can be reduced by averaging multiple receptions.
We use the timing errors from R1-1900935 which is ±100ns for 15kHz UL SRS, ±92ns for 30kHz and ±88ns for 60kHz.
Timing advance command granularity (TETA-C) 
This error is introduced by the finite signalling granularity of TO in the TAC. As the step size is 16∙64∙Tc/2μ the introduced error is expected to be ±8∙64∙Tc/2μ.
Relative timing advance adjustment error (TETA-err) 
In TS 38.133 the specifications sets requirements to how accurately the UE must adjust its TA when it receives a new TA command. This appliance error corresponds to ±130ns for 15 and 30 kHz SCS and ±65ns for 60kHz SCS and ±16.25 for 120kHz SCS.
We note that additional requirements are set to the UE of the maximum time the UE may use from the time it has received a TAC until it must have applied the new TA. This is defined in TS 38.213 and is from 6ms to 1.1ms from 15kHz SCS to 120kHz SCS.
Achievable 5GS RAN time synchronization accuracy
Table A1 summarizes the time synchronization errors contributing to the one-shot time synchronization accuracy of the RAN for the two considered scenarios and with and without propagation delay compensation.
Table A1. Achieve one-shot synchronization accuracy performance.
	
	
	Indoor factory (30kHz SCS)
	Smart-grid (15kHz SCS)

	1
	TEUE-DL-RX 
	±130ns
	±260ns

	2
	TEgNB-UL-RX 
	±92ns
	±100ns

	3
	dPD-DL 
	<200ns
	<4000ns

	4
	TETA-err 
	±130ns
	±130ns

	5
	TETA-C 
	±130ns
	±260ns

	6
	TETAE 
	±130ns
	±200ns

	7
	TETI
	±5ns
	±5ns

	RAN error without TA for PD compensation. (1+3+6+7+8)
	±465ns
	±4462ns

	RAN error with TA for PD compensation. (½(1+2+4+5)+6+7+8)
	±373ns
	±580ns

	RAN error for UE-UE without TA for PD compensation. (2∙(1+6+7)+3)
	±520ns
	N/A
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