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Introduction
In RAN#86 meeting, a new study item for NR positioning enhancements was approved [1], in which the motivation to provide higher accuracy location requirements resulting from new applications and industry verticals was justified. 
In RAN1#101 e-meeting, several agreements regarding the positioning latency were made as follows:
	Agreement:
· In Rel-17 target positioning requirements for commercial use cases are defined as follows:
· Horizontal position accuracy (< 1 m) for [90%] of UEs
· Vertical position accuracy (< [2 or 3] m) for [90%] of UEs
· End-to-end latency for position estimation of UE (< [100 ms])
· FFS: Physical layer latency for position estimation of UE (< [10 ms])
· In Rel-17 target positioning requirements for IIoT use cases are defined as follows:
· Horizontal position accuracy (< X m) for [90%] of UEs
· X = [0.2 or 0.5] m
· Vertical position accuracy (< Y m) for [90%] of UEs
· Y = [0.2 or 1] m
· End-to-end latency for position estimation of UE (< [10ms, 20ms, or 100ms])
· FFS: Physical layer latency for position estimation of UE (< [10ms])
· Note: Target positioning requirements may not necessarily be reached for all scenarios
Agreement:
Physical layer latency can be evaluated through analysis and, optionally, numerical evaluation.
Agreement:
Higher layer positioning latency can be evaluated in this SI.
· FFS: how to evaluate higher-layer positioning latency
· FFS: which higher-layers should be included in the evaluation


In this contribution, we focus on the evaluation and analysis on the physical layer latency, and provide our detailed views on the target physical layer latency value.
Discussion on positioning latency
In TS38.305, the overall sequence of events applicable to the UE, NG-RAN and LMF for any location service is defined, as shown in Figure 1, where the completion of this overall procedure is related to the end-to-end latency. Either some entity in 5GC, or the serving AMF, or the UE can request some location service, and the AMF is responsible for transferring the location service request to the LMF. The LMF then can trigger the location procedures with the serving and neighbouring gNB or with the UE to obtain positioning measurements and location estimates, etc. The location service responses are provided by the LMF to the AMF, who can then return the location service response back to the entity that requests the location service. It is noted that the whole process (location clients (entity in 5GC, AMF, UE) -> AMF -> LMF -> gNB/UE -> LMF -> AMF -> location clients) includes long and complicated high layer signalling exchange procedures, and the physical layer procedures happen at steps 3a and 3b.
Observation 1: The current higher layer procedure is long and complicated, and the latency of which is able to be further reduced, e.g., by enabling enhanced higher layer architecture and signalling procedure. 


Figure 1: Location Service Support by NG-RAN
For the physical layer procedure, the latency is mainly caused by the following aspects:
· Configuration of measurement gap for DL PRS measurement (if needed): up to RAN4 requirements;
· DL PRS / UL SRS pos periodicity: In Rel-16, the periodicity of the DL PRS can be configured as  slots; the periodicity of P-SRS pos can be configured as {1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 160, 320, 640, 1280, 2560, 5120, 10240, 40960, 81920} slots;
· Processing delay of reporting measurements through PUSCH: to be simplified as 1 slot;
Taking the DL PRS measurement as an example, the periodicity of a DL PRS resource set and its corresponding latency in 30kHz SCS and 120kHz SCS are listed as follows:
	DL PRS periodicity
(1 resource per resource set)
	Physical layer latency (no MG is considered)

	
	30KHz
	120KHz

	4
	2.5ms
	0.625ms

	5
	3ms
	0.75ms

	8
	4.5ms
	1.125ms

	10
	5.5ms
	1.375ms

	16
	8.5ms
	2.125ms

	20
	10.5ms
	2.625ms

	32
	16.5ms
	4.125ms

	40
	20.5ms
	5.125ms

	64
	32.5ms
	8.125ms

	80
	40.5ms
	10.125ms

	160
	80.5ms
	20.125ms

	320
	160.5ms
	40.125ms

	640
	320.5ms
	80.125ms

	1280
	640.5ms
	160.125ms

	2560
	1280.5ms
	320.125ms

	5120
	2560.5ms
	640.125ms

	10240
	5120.5ms
	1280.125ms


From the above table, it is apparent that to meet a 10ms physical layer latency that identified in the RAN1#101-e meeting agreement, the periodicity of the DL PRS should be carefully configured, and a maximum periodicity of 16 slots and 64 slots is allowed for 30kHz and 120kHz SCS. If a UE expects to measure the DL PRS that is outside of its active DL BWP and the measurement gap should be requested, the allowed DL PRS periodicity becomes shorter. In addition, only 1 DL PRS resource without repetition is considered in the table, to further configure beam sweeping or DL PRS repetition, it is apparent that the DL PRS overhead would be quite heavy.
[bookmark: _Hlk47538016]Observation 2: To achieve a physical layer procedure of less than 10ms, the configuration of the DL PRS periodicity is limited and the DL PRS overhead would be heavy.
[bookmark: _Hlk47537669][bookmark: _Hlk47537999]In RAN1#101 e-meeting, it has been agreed that for the commercial use cases, the end-to-end latency should be less than 100 ms, and for the IIoT use cases, besides the end-to-end latency requirement of less than 100ms, more stringent requirements of less than 10ms and 20ms were listed as candidate values. Considering some special IIoT use cases, such as the localization of AGVs in logistics and warehousing, whose end-to-end latency is required to be as less as 10ms, the physical layer latency should be less than 10ms in order to achieve the total 10ms end-to-end latency requirements. In such cases, as analysed above, since the periodicity of the DL PRS is limited and its overhead would be an issue, a potential enhancement of supporting aperiodic DL PRS should be considered in Rel-17. On the other hand, considering a common end-to-end latency of less than 100ms, and since the higher layer signalling and its latency is able to be simplified and reduced, we believe that a physical layer latency of less than 50ms should also be supported.
[bookmark: _Ref31533076]Proposal 1: 
· In Rel-17 target positioning requirements for commercial use cases:
· End-to-end latency for position estimation of UE (< 100 ms)
· Physical layer latency for position estimation of UE (< 50 ms)
· In Rel-17 target positioning requirements for IIoT use cases:
· End-to-end latency for position estimation of UE (<10ms)
· Physical layer latency for position estimation of UE (<10ms)

Conclusions
In this contribution, we discuss the NR positioning enhancements in IIoT scenarios, and the following observations and proposals are provided:
Observation 1: The current higher layer procedure is long and complicated, and the latency of which is able to be further reduced, e.g., by enabling enhanced higher layer architecture and signalling procedure.
Observation 2: To achieve a physical layer procedure of less than 10ms, the configuration of the DL PRS periodicity is limited and the DL PRS overhead would be heavy.
Proposal 1: 
· In Rel-17 target positioning requirements for commercial use cases:
· End-to-end latency for position estimation of UE (< 100 ms)
· Physical layer latency for position estimation of UE (< 50 ms)
· In Rel-17 target positioning requirements for IIoT use cases:
· End-to-end latency for position estimation of UE (<10ms)
· Physical layer latency for position estimation of UE (<10ms)
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