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1 Introduction
In RAN1#101 e-meeting [1], the following were agreed:

Agreements:
· For safety related sensors, latency requirements apply to traffic initiated from RRC_CONNECTED.
· Use the TR 36.888 methodology for UE cost/complexity evaluation as a starting point and determine what major updates are needed.
· Include antenna parts at least in the cost/complexity breakdown for FR2.
· Potential benefits in terms of reduced device size can be mentioned where applicable in the TR (e.g. in the section on reduced number of antennas), but the SI will not aim to quantify such benefits.
· Reuse the power consumption models and scaling factors for FR1 and FR2 provided in TR 38.840 (sections 8.1.1, 8.1.2, 8.1.3) as appropriate.
· Study the impact of BD and CCE limits reduction on power saving and PDCCH blocking probability (quantitatively) and impacts on latency and scheduling flexibility (at least qualitatively).

Agreements Replace the agreement corresponding to Proposal 14 with the following: For evaluation of UE power saving, for wearables, use the traffic models FTP model 3 and VoIP from TR 38.840 to characterize the wearables service types including IM, VoIP, heartbeat, etc. with proper modification of at least packet size and mean inter-arrival time. Values are FFS.

Agreements Replace the agreement corresponding to Proposal 15 with the following: For evaluation of UE power saving, for industrial wireless sensor use cases, use a traffic model based on the service performance requirements for the process monitoring use case in TS 22.104 Table 5.2-2. At least 64 bytes UL message (plus headers, e.g. MAC, RLC, etc.) transmitted periodically with a periodicity [100 ms] should be considered (other values are not precluded encouraged).

This contribution discusses techniques of reduction on number of blind decodes and CCE limit, and provides corresponding evaluation regarding power saving gain, PDCCH blocking probability, latency loss, and scheduling flexibility. 

2 Techniques of PDCCH monitoring reduction 
Reducing PDCCH monitoring, by reducing a number of PDCCH candidates and non-overlapping CCE that a UE needs to monitor per given time period such as a slot, is a design objective for RedCap UEs [2]. Potential techniques to achieve this goal should consider at least the following limitations and requirements of RedCap UEs. 
· Maximum UE operating bandwidth
· Reduced UE processing capability
· UE power savings and battery lifetime enhancements

Additional considerations, such as the PDCCH blocking probability when there is a larger number of RedCap UEs should also be considered, together with or separately from a PDCCH monitoring reduction, to determine the impact on system overhead and scheduling flexibility.
2.1 Reduced PDCCH monitoring capability 
Rel-16 NR supports a fixed maximum number of non-overlapped CCEs per slot per SCS configuration. However, the number of non-overlapping CCEs in a CORESET can vary according to the CORESET bandwidth as shown in Table 1 (assuming PDCCH monitoring at the beginning of each slot).  

For a UE with reduced operating bandwidth, such as for example 20 MHz, the number of non-overlapping CCEs in a CORESET for µ=1 is 25, which is smaller than the maximum number of 56 non-overlapping CCEs defined in Rel-16.  When the number of non-overlapping CCEs of a CORESET is reduced, the PDCCH capacity in terms of number of PDCCHs transmitted per slot may be reduced accordingly as well, especially if the larger CCE aggregation levels need to be used for example due a reduced number of receiver antennas. Additionally, considering that a UE typically needs to monitor PDCCH for Type-3 CSS (e.g. DCI format 2_0 or DCI format 2_2), a gNB capability for UE-specific scheduling will be severely limited, even if RedCap UEs are distributed in different BWPs, and search space sets will need to have very few candidates in order to avoid dropping whenever the UE also monitors PDCCH for CSS sets.  

Table 1: Number of non-overlapped CCEs for a CORESET with 3 symbols
	Bandwidth (MHz)
	µ=0
	µ=1
	µ=2
	µ=3

	100
	N/A
	136
	67
	33

	50
	135
	66
	32
	16

	20
	53
	25
	12
	N/A



Observation #1: A RedCap UE can monitor a smaller maximum number of non-overlapped CCEs per slot on a serving cell than a Rel-16 UE.

Observation #2: At least for , a network may not be able to schedule more than 1 or 2 RedCap UEs per slot per DL BWP.

In addition to reduced PDCCH resources, that indirectly results to reduced PDCCH monitoring capability, low target data rate is another reason for supporting a reduced PDCCH monitoring capability for RedCap UEs. For RedCap services, such as wearables, traffic is less frequent and TB sizes are much lower than for eMBB services. Also, latency requirements are not stringent for RedCap use cases, for example for wireless sensors for process monitoring. Therefore, the number of packets to be scheduled simultaneously per PDCCH monitoring occasion can be reduced (assuming same number of connectivity) for RedCap services, thus allowing a reduced PDCCH monitoring capability per slot. 

Observation #3: RedCap UEs with low target data rate expect less frequent and latency insensitive traffic in USS.

Several approaches can be considered to determine the smaller  and  values. One approach can be to define a separate UE capability for  and  according to the maximum operating bandwidth. In addition, considering BWP switching, the values of  and  can be adjusted with respect to UE operating bandwidth in the active DL BWP. Alternatively,  and  can be configured per DL BWP in order for the NW to have control over the values as an equivalent result is not typically possible to achieve without complex restrictions in the configurations of search space sets for DCI formats that a UE is configured to monitor PDCCH. 

Proposal #1: Support reduced maximum numbers of PDCCH candidates per slot,  and  non-overlapping CCEs per slot,  , for RedCap UEs compared to Rel-16 with respect to reduced operating bandwidth.

In addition to PDCCH monitoring capability measured per slot, NR Rel-16 also supports a predefined maximum number of PDCCH candidates,  , and maximum number of non-overlapped CCEs, , in a span for combination (X, Y) and SCS configuration µ. 

Unlike high-tier UEs, RedCap UEs without advanced modules for signal processing may not capable of fast PDCCH processing. As a result, RedCap UEs can support either a smaller number of PDCCH candidates per time unit as proposed in Proposal #1 or extended span gap X between two consecutive PDCCH monitoring occasions. The benefit of extended span gap, X, is that UE can relax PDCCH processing and reduce clock rate of processing modules for power saving purpose. 

To address the reduced processing capability of RedCap UEs, and also achieve UE power savings, combinations (X, Y) where X is more than 14 symbols or 1 slot, while Y remains 2-3 symbols, should be supported. Although such combination can be achieved by configuration of search space sets, and  should also be adjusted for multi-slot based PDCCH monitor as they are being adjusted for Rel-16 PDCCH monitoring for different values of X. Therefore,  and   can be defined for an extended span gaps (multi-slot).. 

Proposal #2: Extend the Rel-16 definition of and  values as a function of X for cases where X is equal to or larger than 14 symbols. 

2.2 UE group scheduling based on a GC-DCI format
As discussed in the previous section, PDCCH blocking due to reduced PDCCH monitoring capability can be a limiting factor for scheduling at a given time even a relatively small number of RedCap UEs, such as wearables. Further, PDCCH overhead for scheduling RedCap UEs can materially reduce spectral efficiency for a network as, due to the small TBs and the ~10x smaller target BLER for a DCI format than for a TB, control overhead can exceed 20% of the total resources required for transmitting a TB (e.g. for TBs of 64 bytes and DCI format size of 50 bits including CRC). 

In order to avoid PDCCH blocking and improve spectral efficiency, group scheduling of multiple PDSCH receptions or PUSCH transmissions can be considered. As illustrated in Figure 1, the number of PDCCHs for dynamic scheduling is reduced, thus resulting in a decrease of PDCCH blocking probability and larger spectral efficiency. 




(a) UE-specific scheduling 



(b) Group-based dynamic scheduling 

Figure 1: Illustration of UE-specific scheduling and group-based scheduling.


Group-based scheduling can be supported by a GC-DCI format where a UE obtains scheduling information for a corresponding PDSCH/PUSCH based on one block of bits from multiple blocks of bits that are included in the GC-DCI, as for obtaining a TPC command from DCI format 2_2.  Each block of bits can correspond to a reduced DCI size, such as for DCI format 0_2/1_2, or can also indicate a configuration for some parameters from a predetermined set of configurations The GC-DCI format can have same size as a UE-specific DCI format, such as DCI format 1_x, and the gNB can choose to schedule a PDSCH reception to or a PUSCH transmission from a UE using either the GC-DCI format or the UE-specific DCI format. For example, when the gNB needs to schedule only the UE, the gNB can use the UE-specific DCI format. When the gNB needs to schedule multiple UEs, the gNB can transmit only one PDCCH providing the GC-DCI format. This can be further facilitated for traffic types that do not have strict latency requirements, such as several traffic types for RedCap UEs, and the gNB can delay scheduling for a particular UE until there is scheduling for additional UEs so that the gNB can use the GC-DCI format, or until further delay is not possible for corresponding latency requirements and then the gNB can use the UE-specific DCI format. 

The GC-DCI format for group-based dynamic scheduling can also be used to trigger activation, release, or retransmission of SPS PDSCH or CG-PUSCH Type 2 and this can be easily supported by a network by arranging activation/release of SPS PDSCH or CG-PUSCH. 

Proposal #3: Study UE-group scheduling for RedCap UEs.

2.3 Adaptation on PDCCH reception per PDCCH monitoring occasion
UE power savings is an important objective for several important RedCap use cases. For wearables, such as smart watches, rings, eHealth related devices, the battery of the device should last multiple days (up to 1-2 weeks). For industrial wireless sensors, the requirement of battery life can be a few years. To achieve UE power savings and increase battery lifetime, adaptation on PDCCH monitoring according to real-time traffic and channel conditions is beneficial.

An adaptive parameter related to PDCCH monitoring can be the number of PDCCH candidates. The extreme scenario is the UE power savings mechanism adopted in Rel-16 where a UE is signaled to monitor all configured PDCCH candidates or none of them. A softer adaptation can be beneficial during Active Time, especially for long DRX cycles that are expected to be typical for RedCap UEs. For example, when the traffic is low (e.g. DRX ON duration is relatively long and buffer at the gNB becomes empty or when BSR from the UE indicates low traffic), the UE can be indicated to monitor a smaller number of PDCCH candidates. For example, even when traffic for the UE is low, the UE can be indicated to monitor a large number of PDCCH candidates when a large number of UEs share the same Active Time in order to reduce blocking probability and allow scheduling of multiple UEs at the same time for more efficient bandwidth utilization as TBs can be small.

Another adaptive parameter for PDCCH monitoring can be the time separation between the first symbol of two consecutive spans, i.e. the number of symbols/slots X in combination (X, Y). When a UE is indicated a span gap of X slots, the UE can relax PDCCH processing and an effective number of PDCCH decoding operations per slot is scaled by 1/X. Also, the effective PDCCH monitoring periodicity for any configured UE-specific search space set is not smaller than X. 

Adaptation of PDCCH monitoring can be based on similar methods as the ones supported in NR Rel-16 for UE power savings. To avoid additional signaling overhead, joint adaptation on PDCCH monitoring and minimum scheduling offset, i.e. minK0 or minK2, based on same indication included in DCI format 1_1 or DCI format 0_1 can be considered.

Proposal #4: Study dynamic adaptation on PDCCH monitoring for
· maximum number of PDCCH candidates
· span gap X

3 Evaluation methodology and simulation results 
3.1 Power model
The power model in 38.840[4] can be reused for power saving gain evaluation regarding PDCCH monitoring reduction. The reference configuration of baseline for RedCap UEs is different than eMBB UEs, such that the number of RX antennas is reduced from 4RX to 1RX, and BW is reduced from 100MHz to 20RX. If we apply the scaling rule with respect to RX antennas and BW in [4] for RedCap use cases directly, the relative power on PDCCH monitoring and PDSCH reception would be scaled by 0.4 due to reduced BW from 100MHz to 20MHz, and 0.7 due to reduced RX antennas from 4 to 2. The relative power for PDCCH only state is scaled from 100 to 100*0.4*0.7 = 28, which is smaller than micro-sleep, i.e. 45. 

Observation #4: It’s inappropriate to apply the scaling rule in 38.840 for RedCap UEs.

To simplify the analysis, the power model in 38.840 can be reused without scaling with respect to the reduced UE capabilities. 

Proposal #5: Reuse the power model in 38.840 without scaling on reduced UE capabilities. 

To evaluate performance of extended span gap X as discussed in Section 2.3, a power consumption model for relaxed PDCCH processing over a number of slots is needed. However, this was missed in Rel-16 UE power saving SI. 



(a) without relaxation on PDCCH processing



(a) with relaxation on PDCCH processing

  			Figure 2: Illustration of power consumption for PDCCH monitoring

Figure 2 illustrates a UE power consumption pattern for PDCCH monitoring. Figure 2(a) illustrates the power consumption without PDCCH processing relaxation. Based on the power consumption models in [4], the UE switches to a micro-sleep state for a slot if no PDCCH monitoring occasion is configured in the slot. Figure 2(b) illustrates UE power consumption when relaxation on PDCCH processing is enabled. Given a predetermined span gap X, a UE can relax PDCCH processing over a time period of the span gap X. In this case, the relative power should be decreased due to reduced workload and lower clock frequency for signal processing. 

When the span gap is predetermined to be X>1 slots, a UE can relax PDCCH processing over a time period of X slots. The power should be scaled with respect to X, such that P(X) = max(Pt/N, Ps), where Pt is the power for PDCCH monitoring without relaxation, i.e. PDCCH only, and Ps is the power for respective activity excluding PDCCH processing. For example, when respective activity for a slot is micro sleep, the relative power for the slot is scaled from micro-sleep only, i.e. 45 to relaxed PDCCH, 50 = max(100/2, 45). In another example, when respective activity for a slot is PDCCH+PDSCH, the relative power for the slot is scaled from PDCCH+PDSCH, i.e. 300, to 280 = max(100/2, 280), i.e. PDSCH only. 

Proposal #6: Support power model of PDCCH processing relaxation over X slots such that P(X) = max (Pt/X, Ps), where Pt is the power of PDCCH monitoring without relaxation, and Ps is the power for corresponding activity excluding PDCCH processing. 

3.2 Traffic model 
For evaluation of UE power savings for wearables, it was agreed in RAN1# 101e to use the FTP model 3 and VoIP from TR 38.840 as the traffic models to characterize the wearables service types including IM, VoIP, heartbeat, etc. with proper modification of at least packet size and mean inter-arrival time.

For evaluation of UE power savings for industrial wireless sensor use cases, it was agreed in RAN1# 101e to use a traffic model based on the service performance requirements for the process monitoring use case in TS 22.104 Table 5.2-2. At least 64 bytes UL message (plus headers, e.g. MAC, RLC, etc.) transmitted periodically with a periodicity [100 ms] should be considered (other values are not precluded encouraged).

The traffic models we considered for the evaluation in this contribution are shown in Table 2.

Table 2: Traffic Model
	Service type
	Model
	Packet size
	Inter-arrival time

	Process monitoring
	Periodic deterministic communication
	64 bytes
	[100]ms

	Instant messaging
	FTP model 3
	[0.1]Mbytes
	[2 sec]

	VoIP
	Real-time Transport Protocol (RTP) for Adaptive Multi-Rate (AMR) as defined in [5]



Proposal #7: Support the traffic model in Table 2 for power savings evaluations. 

3.2 Evaluation on power saving gain and latency loss 
According to the evaluation methodology in [4], power saving gain (PSG), and latency loss (LL) for a proposed enhancement scheme is evaluated according to:
,
,
where  and  are average power of baseline and proposed enhancement scheme, respectively.  and  are average latency of baseline and proposed enhancement scheme, respectively. The latency is determined as the time offset between the packet arrival time and the time when the packet is scheduled. 

We evaluated PSG and LL for the following methods as proposed in Section 2:
· Method #1: Reduction of maximum number of PDCCH candidates, i.e. , by half.
· Method #2: Relaxed span gap, X, for X = 1 slot to X = 2 slots, where PDCCH monitoring periodicity is also extended from 1 slot to 2 slots, and minK0 = 2 slots.
· Method #3: Adaptation on  and span gap, X. When there is no traffic left to be scheduled for a UE, i.e. buffer size is 1,
· Method #3-1: the UE is indicated by a scheduling DCI format that X is extended to X = 2 slots
· Method #3-2:  the UE is indicated by a scheduling DCI format that  is reduced by half;
otherwise, the UE is indicated that no reduction on  or X. 

The baseline is legacy C-DRX operation with other configuration parameters listed in Table 5 in the Appendix.

Table 3: Simulation results 
	Traffic type
	Process monitoring
	IM
	VoIP

	DRX configuration
(C-DRX cycle, inactivity timer, On duration)
	
(100ms, 0ms, 1ms)
	
(320ms, 80ms, 10ms)
	
(40ms, 10ms, 4ms)

	Method#1
	PSG [%]
	1.4484
	13.94
	9.35

	
	LL [%]
	0
	0
	0

	Method#2
	PSG [%]
	27.55
	46.60
	30.97

	
	LL [%]
	33.33
	3.51
	9.79

	Method#3-1
	PSG [%]
	27.54
	46.50
	30.54

	
	LL [%]
	33.33
	3.23
	7.87

	Method#3-2
	PSG [%]
	1.43
	13.90
	9.32

	
	LL [%]
	0
	0
	0




According to the simulation results on Table 3, we observe the following:

Observation #5: For IM, VoIP, the methods of PDCCH monitoring reduction proposed in Section 2 can achieve about >10% power saving gain. For process monitoring, extended span gap and adaptation on span gap achieves about 27% power saving gain.

Observation #6: Latency loss for methods of PDCCH monitoring reduction proposed in Section 2 is low for IM and VoIP. Dynamic adaptation can help reduce latency loss.

3.3 Evaluation on PDCCH blocking probability
For evaluation of PDCCH blocking probability, aggregation level (AL) selection probabilities should be considered. AL distributions can be determined according to CDFs of SINR and the SINR for achieving a target BLER for each AL. With the PDCCH BLER curves provided in Figure 3, the SINR for achieving BLER of 1e-2 with 2 RX antennas are 10.0 dB, 3.8dB, -1.5 dB, -5 dB, and -7.5 dB for aggregation levels 1, 2, 4, 8, and 16, respectively. The CDF of SINR can be obtained based on system level simulation. In the evaluation, we assume the AL probabilities set to 1%, 23%, 49%, 26%, and 1% for aggregation levels 1, 2, 4, 8, and 16, respectively. In general, a network can determine a likelihood for a CCE AL for a UE based on CSI feedback or RSRP reports from the UE.

To obtain the PDCCH blocking probability, the following assumptions on the numbers of PDCCH candidates for UE-specific search space are considered as baseline and for reduced PDCCH candidates:
· Baseline: 6, 6, 2, 2, and 2 for CCE AL 1, 2, 4, 8, and 16 respectively.
· Reduced PDCCH candidates: 3, 3, 1, 1, and 1 for CCE AL 1, 2, 4, 8, and 16 respectively.

In addition, the CSS is not considered in the simulation for simplicity. The number of CCEs per CORESET for the monitored PDCCH is assumed to be 16 or 32. The CORESET occupies two OFDM symbols, i.e. 96 RBs are available in each monitoring occasion. Further, one-shot transmission is considered to be sufficient to achieve 99.99% reliability to simplify the analysis.
[image: ]
Figure 3: PDCCH BLER performances
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Figure 4: PDCCH blocking probability

According to the evaluation results in Figure 4, with K=3 and K=1 UEs to schedule per CORESET in the same PDCCH monitoring occasion, the PDCCH blocking probability cannot be lower than 10-2 for a RedCap UE without and with reduced maximum numbers for PDCCH candidates and non-overlapping CCEs, respectively. Considering that more than one UEs can be scheduled by a PDCCH based on group-based scheduling, the number of UEs that can be multiplexed in a PDCCH monitoring occasion of the cell can be K*N, where N is the number of UEs scheduled per GC-DCI format. 

Observation #7: Group-based scheduling can significantly reduce PDCCH blocking probability for RedCap UEs.

4. Conclusion	
This contribution considered reduced PDCCH monitoring by smaller numbers of blind decodes and CCE limits. 

Following proposals and observation were made:

Observation #1: A RedCap UE can monitor a smaller maximum number of non-overlapped CCEs per slot on a serving cell than a Rel-16 UE.

Observation #2: At least for , a network may not be able to schedule more than 1 or 2 RedCap UEs per slot per DL BWP.

Observation #3: RedCap UEs with low target data rate expect less frequent and latency insensitive traffic in USS.

Observation #4: It’s inappropriate to apply the scaling rule in 38.840 for RedCap UEs.

Observation #5: For IM, VoIP, the methods of PDCCH monitoring reduction proposed in Section 2 can achieve about >10% power saving gain. For process monitoring, extended span gap and adaptation on span gap achieves about 27% power saving gain.

[bookmark: _GoBack]Observation #6: Latency loss for methods of PDCCH monitoring reduction proposed in Section 2 is low for IM and VoIP. Dynamic adaptation can help reduce the latency loss.

Observation #7: Group-based scheduling can significantly reduce PDCCH blocking probability for RedCap UEs.

Proposal #1: Support reduced maximum numbers of PDCCH candidates per slot,  and  non-overlapping CCEs per slot,  , for RedCap UEs compared to Rel-16 with respect to reduced operating bandwidth.

Proposal #2: Extend the Rel-16 definition of and  values as a function of X for cases where X is equal to or larger than 14 symbols. 

Proposal #3: Study UE-group scheduling for RedCap UEs.

Proposal #4: Study dynamic adaptation on PDCCH monitoring for
· maximum number of PDCCH candidates
· span gap X

Proposal #5: Reuse the power model in 38.840 without scaling on reduced UE capabilities.

Proposal #6: Support power model of PDCCH processing relaxation over X slots such that P(X) = max (Pt/X, Ps), where Pt is the power of PDCCH monitoring without relaxation, and Ps is the power for corresponding activity excluding PDCCH processing. 

Proposal #7: Support the traffic model in Table 2 for power savings evaluations.
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6. Appendix


	Table 4A. Power consumption model

	Power state
	Relative power
	Transition energy
	Transition time

	Deep sleep
	1
	450
	20

	Light sleep
	20
	100
	6

	Micro sleep
	45
	0
	0

	PDCCH-only
	100
	-
	-

	PDCCH + PDSCH
	300
	-
	-

	PDSCH only
	280
	
	

	
Table 4B. Power scaling model

	Scaling parameters
	Scaling model

	Bandwidth
	X MHz power = 0.4 + 0.6 × (X -20) / 80

	Carrier aggregation
	2 serving cells = 1.7 × 1 serving cell
4 serving cells = 3.4 × 1 serving cell

	Antenna
	2 Rx power = 0.7 × 4 Rx power

	Cross-slot scheduling
	Power for PDCCH-only state of cross-slot scheduling is 0.7 × power for same-slot scheduling

	Number of PDCCH candidates
	P(α) = α ∙ Pt + (1 – α) ∙ 0.7Pt where 
- α is the ratio of PDCCH candidates to the maximum number of PDCCH candidates.
- Pt is the PDCCH-only power for same-slot scheduling.




Table 5. Baseline configuration
	Application
	FR1
	FR2

	Downlink:
TDD
	Subcarrier spacing (SCS)
	30KHz
	120KHz

	
	Number of carriers
	1CC
	1CC

	
	System Bandwidth
	100MHz
	100MHz

	
	PDCCH region of 2 symbol at beginning of a slot
	k0 = 0, 
maximum number of CCEs = 56,
36 PDCCH blind decoding
	k0 = 0,
maximum number of CCEs = 32,
20 PDCCH blind decoding

	
	PDSCH of max data rate with
	Modulation:  256QAM 
MIMO configuration: 4x4 MIMO, 
Number of RBs for TRS = 52, 
4RX UE Capability =1
	Modulation: 64QAM,
MIMO configuration: 2x2,
Number of RBs for TRS = TBD,
2RX UE Capability = 1

	Uplink:
TDD
	Subcarrier spacing (SCS)
	30KHz
	120KHz

	
	Number of carriers
	1CC
	1CC

	
	System Bandwidth
	100MHz
	100MHz

	
	Tx antenna configuration
	1Tx
	1TX chain

	
	Power levels:
	23dBm
	[FFS dBm]




Table 6: Simulation assumption for link level simulation on PDCCH
	Parameters
	Value

	DCI payload (excluding 24bits CRC)
	40bits

	System bandwidth
	20 MHz (106 PRBs)

	(CORESET BW,RBs)
	48 PRBs (CORESET size)

	Carrier Frequency
	0.7 GHz 

	Number of symbols for CORESET
	2OS

	Subcarrier spacing
	15KHz

	Aggregation level
	[1,2, 4, 8, ]16

	Transmission type
	Interleaved

	REG bundling size
	6

	Modulation
	QPSK

	Channel coding
	Polar code (DCI)

	Channel estimation
	Real

	Channel model
	TDL-C delay 300ns

	UE speed
	3 km/h

	Number of BS antennas
	4

	Number of UE antennas
	1 or 2

	Frequency offset (Hz)
	0

	Residual target BLER
	10^-2 (simulate the range BLER = 1 to 10^-3)
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