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1. Introduction
This tdoc discusses the design considerations to support the following objective from the Rel 17 NB-IOT/LTE-M work item [1]:

· Specify 16-QAM for unicast in UL and DL, including necessary changes to DL power allocation for NPDSCH and DL TBS. This is to be specified without a new NB-IoT UE category. For DL, increase in maximum TBS of e.g. 2x the Rel-16 maximum, and soft buffer size will be specified by modifying at least existing Category NB2. For UL, the maximum TBS is not increased. [NB-IoT] [RAN1, RAN4]

· Extend the NB-IoT channel quality reporting based on the framework of Rel-14—16, to support 16-QAM in DL. [NB-IoT] [RAN2, RAN1, RAN4] 
2. Code Rate 

With the addition of 16-QAM and the possible increase of TBS, a new or at least modified TBS table will result. In release 14, the TBS table was updated to support higher TBS but unfortunately some entries in the table resulted in a code rate >1 for the in-band deployment scenario and are thus not usable. This issue has been discussed in the past and well documented by ZTE contribution [2]. The legacy TBS table is given in the following table, with the TBS entries where the code rate >0.85 are highlighted in yellow: 

Table 1: Transport block size (TBS) table for NPDSCH.
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	0
	1
	2
	3
	4
	5
	6
	7

	0
	16
	32
	56
	88
	120
	152
	208
	256

	1
	24
	56
	88
	144
	176
	208
	256
	344

	2
	32
	72
	144
	176
	208
	256
	328
	424

	3
	40
	104
	176
	208
	256
	328
	440
	568

	4
	56
	120
	208
	256
	328
	408
	552
	680

	5
	72
	144
	224
	328
	424
	504
	680
	872

	6
	88
	176
	256
	392
	504
	600
	808
	1000

	7
	104
	224
	328
	472
	584
	712
	1000
	1224

	8
	120
	256
	392
	536
	680
	808
	1096 
	1384 

	9
	136
	296
	456
	616
	776
	936
	1256 
	1544 

	10
	144
	328
	504
	680
	872
	1000
	1384 
	1736 

	11
	176
	376
	584
	776
	1000
	1192
	1608 
	2024 

	12
	208
	440
	680
	1000
	1128
	1352 
	1800 
	2280 

	13 
	224 
	488 
	744 
	1032
	1256 
	1544 
	2024 
	2536 


This results in many issues:
· It results in a very large difference in maximum speed for stand-alone vs in-band. This discrepancy often leads to confusion for customers who expect to see consistent speed throughout a network and between networks. 
· This complicates the scheduler as the scheduler needs to know when it can and cannot use the larger TBS entries. 
· There are wasted entries in the table for the in-band case.  
Given all these reasons, this issue should be fixed when the TBS table is update in this release. 
A 0.85 code rate for in-band will correspond to a code rate of about 0.56 for stand-alone which is still very high and can thus only be used in very good coverage scenarios so there is no motivation to specify code rates above this as in practice they will not be usable. 

Given the above discussion, the following proposal is made:
Proposal 1:   New TBS entries shall have a code rate of <=0.85 for all deployment scenarios (i.e. in-band, guard band, stand-alone)

3. TBS table and DCI Modifications
To support higher TBS entries, the TBS table will need to be modified or expanded. At least, the following methods for modification can be considered:
#1 Apply a scaling factor (e.g. 2X) to the current table – results in no DCI increase

#2 Add more rows –  need to increase MCS field in DCI  

#3 Add more columns – need to increase Resource assignment field in DCI
#4 Add more rows and columns  - need to increase MCS and Resource assignment field in DCI
#4 Add more rows and columns - will result in excessive DCI increase for no obvious advantage and so should be avoided.  Although #1 Apply a scaling factor - results in no DCI increase, it has more quantization and it means no legacy TBS entries are used.  If we do keep the current values in the TBS and expand the table, then #2 adding more rows, the maximum TBS will be 3423 to provide a code rate of <0.85. 
Observation 1: Adding more rows, without expanding NRU will limit the TBS to 3423 to maintain a code rate of <0.85.

Therefore, adding more columns is the most effective. If we keep the current values, to solve the legacy code rate issue, ITBS => 9 should use 16-QAM vs QPSK. Given this, it is proposed that

Proposal 2:   To support 16-QAM and higher TBS, 

· The current values in the TBS table are kept

· Add more columns with new TBS entries. FFS: number of columns and values.
· For  ITBS => 9, 16-QAM is used.
4. Max DL TBS Value
As indicated in the WI [1], increase the TBS is within the WI scope for the DL only.  The main motivation to increasing the TBS is to support higher peak UE data speeds. The main draw back is increased UE complexity in the form of increased soft buffer size, increased L2 buffer size, and increased decoding complexity.  
Currently for NB2, the soft buffer size is set at 6400 and L2 Buffer at 8000 bytes.  In Rel 14, the soft buffer was calculated base on 160*NRU*Bits/Sym*#Harqs which is 160*10*2*2=6400. Assuming the same method is used in Rel 17, then assuming the TBS is increased to 5000, then 15 NRU are needed to maintain a 0.85 code rate, so the required number of soft symbols will be 160*15*4*2=19,200 which this is nearly a 3X increase.  Using the traditional formula N∙96∙⌈(X+28)/32⌉, where N is HARQ processes number and X is max TBS then 2*96*⌈ (5000+28)/32⌉ = 2*96*158=30,336 which is even higher.
Observation 2: The soft buffer will increase by ~3X for ~2X increase in TBS.
The speed is also not linear with TBS. This is because to maintain a good code rate more NRU are needed. The gain is primarily due to the improvement in SF utilization but there are diminishing gains as the TBS is increased. For example:

· If TBS = 4000, then resulting speed is 182kbps

· If TBS = 5000, then resulting speed is 200kbps
So a 25% increase in TBS (from 4000 to 5000) results in a 10% increase in speed (from 182 to 200kbps).

Observation 3: Increasing TBS beyond 4000 has limited speed improvements 
It will be important that this feature can be a firmware upgrade to as many devices as possible so great care should be taken to make sure the chosen maximum TBS is supported by the current chipset vendors. Given this, its important to agree on how the maximum Soft buffer size will be calculated before agreeing on the maximum TBS.

Proposal 3:   Agree to a method of calculating the maximum soft buffer size before agreeing to the maximum TBS. 

5. Conclusions
Proposal 4:   New TBS entries shall have a code rate of <=0.85 for all deployment scenarios (i.e. in-band, guard band, stand-alone) 
Observation 4: Adding more rows, without expanding NRU will limit the TBS to 3423 to maintain a code rate of <0.85.
Proposal 5:   To support 16-QAM and higher TBS, 

· The current values in the TBS table are kept

· Add more columns with new TBS entries. FFS: number of columns and values.
· For  ITBS => 9, 16-QAM is used.

Observation 5: The soft buffer will increase by ~3X for ~2X increase in TBS.

Observation 6: Increasing TBS beyond 4000 has limited speed improvements 

Proposal 6:   Agree to a method of calculating the maximum soft buffer size before agreeing to the maximum TBS. 
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