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1 Introduction

At RAN#86 meeting in Sitges, Spain, a new WI “Solutions for NR to support non-terrestrial networks (NTN)” [1] was agreed and has been updated in RAN#88-e[8]. Following objectives were specified for HARQ enhancements:
· HARQ

· Number of HARQ process [RAN1]

· Enabling / disabling of HARQ feedback as described in the TR 38.821 [RAN1&2]

This contribution discusses the enhancements necessary for NTN for HARQ enabled and HARQ disabled. Section 2 presents and discusses system level simulation results regarding the prioritized number of HARQ processes per UE. Section 3 analyses the specifications regarding necessary changes to support blind (re)transmissions. Section 4 presents and evaluates system level simulation results for GEO scenario with HARQ feedback disabled. All observations and proposals are summarized in Section 5.
2 Number of HARQ Processes 
In Release 15 NR specification up to 16 HARQ processes are supported per UE in downlink and uplink direction [2]. The parallel HARQ processes are used to avoid or decrease delay due to stop-and-wait procedure, i.e. gNB needs to wait for UL HARQ feedback before transmitting a retransmission or new data. An increase of waiting time results in a decrease of user throughput. 

During Study Item phase there was a discussion on whether to keep the 16 HARQ process IDs and rely on RLC ARQ for HARQ processes with UL HARQ feedback disabled via RRC or to increase the number of HARQ process IDs with UL HARQ feedback enabled via RRC. No convergence has been achieved during Study Item phase. 
To investigate the HARQ performance, we performed system-level simulations for LEO-1200 S-Band scenario with frequency reuse 3 (Case 15). The applied configuration parameters are listed in Table 1.
	Scenario
	LEO-1200, S-band, FR3 (Case 15)

	Duplexing
	FDD

	Transmission direction
	Downlink
	Uplink

	Numerology
	15kHz, 14 OFDM symbol slot

	Simulation bandwidth
	10MHz per beam

	Resource Utilization (RU)
	100%

	# of UEs per cell
	15, 20 
	15, 20, 30

	User deployment scenario
	Rural

	LoS probability
	Table 6.6.1-1 in TR 38.811

	Propagation delay (one way)
	16ms

	Scheduling
	Proportional Fair

	Handover margin (dB)
	3

	UE attachment
	Based on RSRP

	Traffic model
	Full buffer


Table 1 Parameter Setting SLS
We compared a system with up to 16 HARQ processes per UE against a system with up to 32 HARQ processes per UE. Additionally, we introduced some kind of TDM scheduling of UEs, i.e. we restrict the number of UEs scheduled per TTI.
Figure 1 presents the CDF for the simulated scenarios with 15 UEs per beam for DL. Table 2 gives an overview over the 5%-, 50%- and 95%-tile of the DL UE throughput.
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	Max. # UEs

scheduled per TTI
	# HARQ processes
	5% TPuser [Mbit/s]
	50% TPuser [Mbit/s]
	95% TPuser [Mbit/s]

	4
	16 HARQ
	0.35
	0.76
	0.88

	4
	32 HARQ
	0.39
	0.81
	0.94

	2
	16 HARQ
	0.35
	0.82
	0.95

	2
	32 HARQ
	0.45
	0.82
	0.95

	1
	16 HARQ
	0.39
	0.81
	0.95

	1
	32 HARQ
	0.40
	0.81
	0.95


Table 2 DL UE Throughput, LEO 1200, S-band, 15 UEs per Cell
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Following observations can be made:

Observation 1:
For 15UEs per cell, the DL UE throughput is similar for 16 and 32 HARQ processes except when scheduling up to 4 UEs per TTI.
Observation 2:
For 15UEs per cell and a restriction to schedule up to 4UEs per TTI, the 50%-tile DL UE throughput is 7% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.
Observation 3:
For 15UEs per cell and a restriction to schedule up to 2UEs or only 1UE per TTI, the 50%-tile DL UE throughput is the same independent if up to 32 or 16 HARQ processes can be configured per UE.

Considering the large cell size in NTN, e.g. 90km satellite beam diameter in LEO-1200, see Table 6.1.1.1-1 in [3], we assume the typical number of UEs per cell will be significantly higher than 15. Therefore, we performed the simulations for a system with 20UEs per cell. In order to limit the simulation effort, we have not chosen an even higher number of UEs per cell. Figure 3 and Table 3 present the results for the scenarios with 20UEs per cell.
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	Max. # UEs

scheduled per TTI
	# HARQ processes
	5% TPuser [Mbit/s]
	50% TPuser [Mbit/s]
	95% TPuser [Mbit/s]

	4
	16 HARQ
	0.29
	0.60
	0.69

	4
	32 HARQ
	0.35
	0.61
	0.70

	2
	16 HARQ
	0.32
	0.62
	0.71

	2
	32 HARQ
	0.36
	0.62
	0.71

	1
	16 HARQ
	0.34
	0.61
	0.70

	1
	32 HARQ
	0.37
	0.61
	0.70


Table 3 DL UE Throughput, LEO 1200, S-band, 20UEs per Cell
Following observations can be made:

Observation 4:
For 20UEs per cell, the DL UE throughput is similar for 16 and 32 HARQ processes. 

Observation 5:
The largest difference between the usage of 16 and 32 HARQ processes per UE can be observed for the 5%-tile DL UE throughput.
Observation 6:
Increasing the number of UEs per cell from 15 to 20, the difference of the DL UE throughput between systems where up to 16 or 32 HARQ processes per UE can be configured disappears.
The simulation assumption of 15 or 20 UEs per cell has been chosen to simplify simulation effort and not to reflect real world satellite scenarios. As the number of UEs in real satellite networks with cell sizes of 90 km diameter will be much larger, there will be no need to configure 32 HARQ processes per UE. 
If we move to lower orbits the cell sizes and the number of UEs will decrease causing a lack of UEs (and HARQ processes) to be scheduled. Nevertheless, for systems with lower orbits, e.g. LEO-600, the propagation delay is smaller as well and therefore, the 16 HARQ processes per UE will once again be sufficient.
Observation 7:
If the propagation delay decreases, e.g. for a system using a lower orbit, the round trip time decreases and 16 HARQ processes per UE will be sufficient. 

The main purpose of NTN is not to achieve high peak data rates but rather to provide coverage everywhere and to support high mobility. This means that a large number of UEs is supported but does not need to be scheduled in each TTI. It is worth to mention, that for the system level simulations discussed above full buffer traffic is applied. Although, this is not a realistic assumption, it is used in system level simulations to limit the number of simulated UEs per cell. However, in reality there won’t be data to transmit for a UE in each TTI and therefore, a lower number of HARQ processes per UE will be used.
Observation 8:
The main purpose of NTN is to provide coverage everywhere and to support high mobility. In real NTN scenarios, there is no need to schedule a UE in each TTI.
Beside the DL simulations, we have performed SLS for UL. In UL there is an additional restriction due to UE power limitation meaning dependent on the power and the pathloss, a UE can only transmit on a limited number of PRBs. Consequently, a certain number of UEs has to be scheduled in one TTI in order to use all resources. Figure 4 presents the CDF of the share of resources used per beam or cell. Figure 5 presents the CDF of the UL UE throughput. Both plots show the results of a simulation with 15UEs per beam and 16HARQ processes per UE.
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Figure 4 CDF of Share of Used Resources per Beam, 15UEs per cell, UL
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Figure 5 CDF of UL UE Throughput, 15UEs per cell
Following observations can be made:

Observation 9:
UL resources utilization decreases with 3 or less UEs scheduled in one TTI.

Observation 10:
For 16 HARQ processes per cell, the UL UE throughput is maximized for a maximum of 3 UEs per TTI.
As for DL simulations, we compared a system with up to 16 HARQ processes per UE against a system with up to 32 HARQ processes per UE for UL simulations. Again, we restrict the number of UEs scheduled per TTI.
Figure 6 presents the CDF for the simulated scenarios with 15 UEs per beam for UL. Table 4 gives an overview over the 5%-, 50%- and 95%-tile of the UL UE throughput.
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Figure 6 CDF of UL UE Throughput, 15UEs per cell
	Max. # UEs

scheduled per TTI
	# HARQ processes
	5% TPuser [Mbit/s]
	50% TPuser [Mbit/s]
	95% TPuser [Mbit/s]

	10
	16 HARQ
	0.046
	0.076
	0.114

	10
	32 HARQ
	0.068
	0.103
	0.173

	5
	16 HARQ
	0.053
	0.086
	0.130

	5
	32 HARQ
	0.072
	0.110
	0.181

	3
	16 HARQ
	0.055
	0.097
	0.144

	3
	32 HARQ
	0.059
	0.108
	0.178


Table 4 UL UE Throughput, LEO 1200, S-band, 15 UEs per Cell
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Following observations can be made:

Observation 11:
For 15UEs per cell and a scheduling of 3UEs per TTI, the 50%-tile UL UE throughput is 11% higher, if up to 32 instead of 16 HARQ processes per UE are used.

Considering the 50%-tile UL UE throughput and the restriction to schedule 10UEs per TTI, there is a gain of 36% for 32 compared to 16HARQ processes. If 5UEs per TTI are scheduled, there is a gain of 28% and if 3UEs per TTI are scheduled, there is a gain of 11%.
Observation 12:
For 15UEs per cell, the difference of the UL UE throughput for the cases with 16 and 32 HARQ processes per UE decreases if the number of UEs scheduled per TTI decreases down to 3. 

Also for UL simulation, we increased the number of UEs per cell, as we expect to have a larger number of UEs in a realistic NTN cell. In order to limit the simulation effort, we performed simulations with 20 and 30UEs per cell.

Figure 8 and Table 5 present the CDF of the UL UE Throughput and the 5%, 50% and 95%-tile UL UE throughput for the case with 20UEs per cell, while Figure 9 and Table 6 present the CDF and the data for the case with 30UEs per cell, respectively.
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Figure 8 CDF of UL UE Throughput, 20 UEs per Cell
	Max. # UEs

scheduled per TTI
	# HARQ processes
	5% TPuser [Mbit/s]
	50% TPuser [Mbit/s]
	95% TPuser [Mbit/s]

	10
	16 HARQ
	0.037
	0.059
	0.089

	10
	32 HARQ
	0.051
	0.076
	0.124

	5
	16 HARQ
	0.045
	0.070
	0.108

	5
	32 HARQ
	0.055
	0.084
	0.136

	3
	16 HARQ
	0.043
	0.075
	0.117

	3
	32 HARQ
	0.044
	0.082
	0.135


Table 5 UL UE Throughput, LEO 1200, S-band, 20 UEs per Cell
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Figure 9 CDF of UL UE Throughput, 30 UEs per Cell
	Max. # UEs

scheduled per TTI
	# HARQ processes
	5% TPuser [Mbit/s]
	50% TPuser [Mbit/s]
	95% TPuser [Mbit/s]

	10
	16 HARQ
	0.027
	0.041
	0.063

	10
	32 HARQ
	0.034
	0.050
	0.082

	5
	16 HARQ
	0.034
	0.051
	0.079

	5
	32 HARQ
	0.038
	0.056
	0.093

	3
	16 HARQ
	0.032
	0.052
	0.083

	3
	32 HARQ
	0.031
	0.053
	0.089


Table 6 UL UE Throughput, LEO 1200, S-band, 30 UEs per Cell
Following observations can be made:

Observation 13:
Considering a LEO-1200 S-Band scenario with 20UEs per cell with a restriction to schedule up to 3UEs per TTI, the 50%-tile UL UE throughput is 9% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.
Observation 14:
Considering a LEO-1200 S-Band scenario with 30UEs per cell the with a restriction to schedule up to 3UEs, the CDF of the UL UE throughput is similar if up to 32 or 16 HARQ processes can be configured per UE.
Observation 15:
Considering a LEO-1200 S-Band scenario with 30UEs per cell with a restriction to schedule up to 3UEs per TTI, the 50%-tile UL UE throughput is 2% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.
It has been observed that in case of LEO-1200 S-Band scenario with 15UEs per cell, a scheduler, restricting the number of UEs scheduled per TTI, is necessary to overcome the differences in UE throughput between configuring up to 16 or 32 HARQ processes per UE. For the uplink some performance difference may still be notable for few UEs per beam. This difference in performance has been strengthened by using full buffer traffic. Considering a larger number of UEs per cell, which is typical for NTN, and more realistic traffic profiles, there will not be a significant difference in UE throughput. 
In our view, the main purpose of NTN is to provide coverage everywhere and to support high mobility and not to provide maximum throughput. Furthermore, NTN LEO scenarios should address handheld or low cost devices with direct access. Considering the small performance difference for realistic scenarios and the added UE complexity for increasing the number of HARQ processes, a higher number of HARQ processes should not be mandated for NTN capable UEs. 

Proposal 1: 
UEs supporting NTN should not be mandated to support a higher number of HARQ processes than terrestrial UEs. 16 HARQ processes should be the baseline.  
Of course, it can be argued that there are areas with very few UEs (e.g. a ship on an ocean) and NTN may serve as a backhaul solution for local connectivity requiring very high throughput (e.g. for passengers in an air plane or on a ship). Nevertheless, such devices can be considered as special devices or high capability devices and not regular handheld UEs with direct access. A compromise to resolve the long discussion of the study item over 16 or 32 HARQ process might be to allow a higher HARQ process number as optional UE capability.  
Proposal 2: 
RAN1 may consider 32 HARQ processes as optional UE capability for high capability devices supporting NR peak data rates in low load scenarios. .
The affected paragraphs in the specifications are:

· Subsection “5.1 UE procedure for receiving the physical downlink shared channel” in TS 38.214

· Subsection “6.1 UE procedure for transmitting the physical uplink shared channel” in TS 38.214
· Subsection “6.3.2 Radio resource control information elements” in TS 38.331 and
· Subsection “4.2.7.10 PHY-Parameters” in TS 38.306
The corresponding paragraphs can be found in Appendix A and Appendix B, respectively.
Proposal 3: 
The enhancement to the number of HARQ processes per UE shall be captured in following specification sections: Section 5.1 and 6.1 in TS 38.214, Section 6.3.2 in TS 38.331 and Section 4.2.7.10 in TS 38.306.
3 Specification Support of Blind (Re)Transmissions 
RAN1 and RAN2 agreed the disabling of HARQ feedback via RRC signalling during the Rel.16 NTN study item. Furthermore it was agreed that, in case of disabled HARQ feedback and therefore HARQ retransmission, a lower residual BLER target is important to avoid latency intensive RLC retransmissions. Blind (Re)Transmissions are one possibility to reduce the residual BLER without major impact of the NR specification as stated in TR38.821 from the NTN study item. 

Start * * * TR38.821 * * * *  
7.2.1.4
HARQ

…

Multiple transmissions of the same TB in a bundle (e.g. MAC schedules packets in a bundle with pdsch-AggregationFactor > 1 in downlink and pusch-AggregationFactor > 1 in the uplink) according to NR Rel.15 are possible and might be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. Soft combining of multiple transmissions according to NR Rel.15 is supported in the receiver. Multiple transmissions of the same TB (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) are possible and might also be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. For the uplink this behaviour can be realised within the Rel.15 specification, minor changes on the UE procedure might be needed for the downlink transmission. Soft combining of multiple transmissions of the same TB by the MAC scheduler (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) according to NR Rel.15 is supported in the receiver.

… 
End * * * TR38.821 * * * *  
There are two methods of blind (re)transmissions. The first method, sending the packets in a bundle by increasing the AggregationFactor, is well covered unless the AggregationFactor shall be increased beyond 4. The second method means the MAC layer schedules another transmission of the same packet by a new PDSCH resource allocation. While there is additional PDCCH signalling overhead, this scheme provides larger flexibility in terms of the timing and the physical location of the (re)transmission. TR 38.821 states that minor changes on the UE procedure might be needed for downlink operation and we would like to elaborate on this in more detail by a review of the physical layer procedures in TS 38.214 V16.0.0 (2019-12). 
For uplink another (re)transmission can be scheduled by the MAC layer without any problem as soon as the transmission is completed. TS 38.214 states the following: 

The UE is not expected to be scheduled to transmit another PUSCH by DCI format 0_0, 0_1 or 0_2 scrambled by C-RNTI or MCS-C-RNTI for a given HARQ process until after the end of the expected transmission of the last PUSCH for that HARQ process.

Nevertheless, for the downlink a (re)transmission can only be scheduled after the HARQ feedback for this HARQ process is transmitted by the UE. TS 38.214 states the following:
The UE is not expected to receive another PDSCH for a given HARQ process until after the end of the expected transmission of HARQ-ACK for that HARQ process, …

For NTN with the potential disabling of HARQ it is suggested to remove this restriction since it would result in an unspecified behaviour in case HARQ-ACK is never transmitted. 
Proposal 4:
Allow to send blind PDSCH (re)transmission of the same packet by MAC scheduling without waiting for the transmission of the HARQ feedback. 
4 Considerations on GEO Scenario with HARQ Disabled
4.1 Propagation Condition 

Table 6.6.1-1 of TR 38.811 [5] presents Line-Of-Sight (LOS) probabilities dependent on the UE environment (Dense urban, urban, suburban and rural) and the elevation angle. The table shows the larger the elevation angle the larger the LOS probability. 
	Elevation
	Dense urban scenario
	Urban scenario
	Suburban and Rural scenarios

	10°
	28.2%
	24.6%
	78.2%

	20°
	33.1%
	38.6%
	86.9%

	30°
	39.8%
	49.3%
	91.9%

	40°
	46.8%
	61.3%
	92.9%

	50°
	53.7%
	72.6%
	93.5%

	60°
	61.2%
	80.5%
	94.0%

	70°
	73.8%
	91.9%
	94.9%

	80°
	82.0%
	96.8%
	95.2%

	90°
	98.1%
	99.2%
	99.8%


Table 7 LOS probability Table 6.6.1-1 of TR 38.811[5]
Especially in GEO scenario, where we have a large distance between satellite and UE, and therefore a large pathloss, it is worth considering LOS and NLOS UEs separately before going into deep system analysis. We performed system-level simulations for GEO Ka-Band scenario with frequency reuse 3 (Case 2) and HARQ disabled assuming the following three cases as propagation condition for UE:
· all UEs are LOS
· all UEs are NLOS
· UEs are LOS or NLOS according to distribution of Table 6.6.1-1 of TR 38.811 [5]. 
The applied configuration parameters are listed in Table 8.
	Scenario
	GEO, Ka-band, FR3 (Case 2)

	Duplexing
	FDD

	Transmission direction
	Downlink

	Numerology
	120kHz, 14 OFDM symbol slot

	Simulation bandwidth
	400MHz / 3 per beam

	Resource Utilization (RU)
	100%

	# of UEs per cell
	10

	User deployment scenario
	Rural

	vUE
	120km/h

	Propagation delay (one way)
	271ms

	Scheduling
	Proportional Fair

	Handover margin (dB)
	3

	UE attachment
	Based on RSRP

	Traffic model
	Full buffer

	HARQ 
	disabled

	Target BLER first Transmission (PHY)
	1%

	RLC mode
	RLC UM


Table 8 Parameter Setting SLS
Figure 10 presents the CDF of the DL UE throughput for the simulated scenario with the three above mentioned cases for UE propagation condition. 
The green curve shows the UE throughput, if LOS for all UEs is assumed. In this case all UEs have a TP of at least 4.2Mbit/s. The average UE TP is 13.2Mbit/s. 
The red curve shows the UE throughput, if NLOS for all UEs is assumed. In this case 88% of the UEs have not received any packet successfully and therefore the TP is 0bit/s. The average UE TP is 4.2Mbit/s. 
The blue curve shows the UE throughput, if the LOS probability distribution given in [5] is applied. In this case 6% of the UEs have no TP. The average UE TP is 12.6Mbit/s.
[image: image8.png]CIF >

LOSSNLDS, odf
— = LOSUNLDS, nean
— L5, oo
=105, nean
NS, cdf

— ~ML05, nean

i i L i H i
4 @ w70 @ % 100

TPyep [Mbit/s] —=>





Figure 10 DL User TP for various propagation conditions
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Figure 11 DL RLC Error Rate per user for various propagation conditions
Following observations can be made:
Observation 16:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the minimum TP per UE is 4.2Mbit/s.
Observation 17:
Considering a GEO Ka-Band scenario with FR3 and 10 NLOS UEs per cell, 88% of the UEs have a TP of 0bit/s.
Observation 18:
Considering a GEO Ka-Band scenario with FR3 and 10 UEs per cell and LOS probability according to TR 38.811[5], 6% of the UEs have no TP.
Figure 11 presents the CDF of the DL RLC packet error rate per user for the simulated scenario with the three cases for UE propagation condition.

In case, an LOS probability distribution according to TR 38.811 [5] is applied, visualized by the blue curve, 94.8% of the UEs have an RLC packet error rate smaller or equal than 2%. 

In case of LOS, visualized by the green curve, 99.2% of the UEs have an RLC packet error rate smaller or equal than 2%. In comparison to the curve with the LOS probability distribution according to TR 38.811 [5], the standard deviation or the spread of the occurred RLC packet error rates is smaller.
In case of NLOS, visualized by the red curve, 56.7% of the UEs have an RLC packet error rate smaller or equal than 2%.

For all cases, the link adaptation algorithm was configured to achieve a target PHY BLER of 1%. This means that most of the UEs should have an RLC packet error rate in the range around 1%. For LOS links this could be achieved quite well. However, for NLOS links this could not be achieved. This means the transmission does not work for NLOS links.

Observation 19:
Considering a GEO Ka-Band scenario with FR3 and 10 UEs per cell and LOS probability according to TR 38.811[5], 94.8% of the UEs have an RLC packet error rate smaller or equal than 2%.

Observation 20:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell 99.2% of the UEs have an RLC packet error rate smaller or equal than 2%.
Observation 21:
Considering a GEO Ka-Band scenario with FR3 and 10 NLOS UEs per cell, 56.7% of the UEs have an RLC packet error rate smaller or equal than 2%.
Going deeper into the topic of UEs with no TP, we consider the coupling loss and the geometry SINR for DL. While during the calibration phase, only LOS UEs have been considered, see [7], Figure 12 and Figure 13 present the coupling loss and the geometry SINR, respectively, for LOS and NLOS UEs separately as well as the combined case applying the LOS probability given in TR 38.811 [5].
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Figure 12 DL Coupling Loss

[image: image21.png]CSI-ReportPeriodicityAndOftset CHOICE {
sloted TNTEGER (0..3)
slotss INTEGER (0..4),
slotee NTEGER (0.17)
slota10 INTEGER (0.19)
slotals INTEGER (0,115},
s1ote20 INTEGER (0..19)
slotaa0 INTEGER (0.139)
sloteg0 NTEGER (0.179)
slota160 INTEGER (0..159)

slota320 TNTEGER (0. .319)



[image: image11.png]100

90

80
70

60

50

40

30

20

10

[

-30.00 -25.00

-20.00

-15.00

-10.00 -5.00
Geometry SINR (dB)

0.00

5.00

10.00

15.00

[%] 4-a>




Figure 13 DL Geometry SINR

Following observations can be made:
Observation 22:
Considering a GEO Ka-Band scenario with FR3, the coupling loss for NLOS UEs is in most of the cases significantly larger than the coupling loss for LOS UEs (99% of LOS UEs have coupling loss smaller or equal 120dB, while only 13% of NLOS UEs have coupling loss smaller or equal 120dB). 
Observation 23:
Considering a GEO Ka-Band scenario with FR3, the geometry SINR for NLOS UEs is in 50% lower than -6.5dB which was the minimum threshold to schedule a UE with lowest MCS in the performed SLS. LOS UEs show all geometry SINR larger than 1.5dB.

As discussed above 88% of the UEs in the system do not receive any packet successfully in the NLOS case. This does not really come to a surprise and it is the reason why typical GEO terminals are generally limited to LOS use cases. These are for instance terminals positioned on ships cruising in the sea or terminals on airplanes or well positioned onshore UEs. 

The interpretation of the simulation results for a mixed LOS/NLOS channel model in GEO is quite difficult since the performance, or rather lack of performance, is dominated by the NLOS UEs having no means to have any successful transmission/reception of packets. Therefore, our target should rather be to optimize transmission/reception for LOS UEs, which is feasible, and this should be reflected in our simulation assumptions. 

In summary, considering simulation results, our analysis and practical GEO use cases / terminal implementations, we suggest: 
Proposal 5: 
For GEO scenarios change the channel model to a LOS only channel model meaning instead of Table 6.6.1-1 of TR 38.811[5] use 100% LOS probability.

4.2 CQI Feedback with HARQ disabled 

During Rel. 16 NTN study item, RAN1 and RAN2 agreed to disable HARQ feedback via RRC signalling in NTN scenarios with large transmission delay. Furthermore, it was agreed that, in case of disabled HARQ feedback and therefore HARQ retransmission, a lower residual BLER target is important to avoid latency intensive RLC retransmissions[3], which may not be feasible for many applications. 
In this section, we analyse the effect of applying a lower BLER target for the transmission in physical layer. By this, RLC retransmissions can be avoided and the total transmission delay until successful reception can be minimized. Therefore, we performed system-level simulations for GEO Ka-band scenario with HARQ disabled using RLC UM and a CQI feedback which targets a BLER of 1% for a single transmission in physical layer. For further parameters see Table 8. We considered two cases for the calculation of CQI feedback:

1. Case 1 (instantaneous SINR + BLER offset): measurement of current channel state (wideband SINR) with a periodicity of 5ms; application of an offset to the last wideband SINR measurement according to the rate of erroneous or error-free received packets.
2. Case 2 (initial SINR + BLER offset): use of an initial wideband SINR (no update!) and application of an offset according to the rate of erroneous or error-free received packets.
In both cases, the offset value is updated continuously as a result from averaging over 100ms in order to get an averaged status of the channel as fast fading cannot be followed in a GEO scenario with such large transmission delay.  The resulting CQI feedback is reported each 100ms. It has to be mentioned that this described CQI feedback which targets a BLER of 1% is not part of the standard as currently only 10% and 0.001% is supported.

Figure 14 presents the CDF of the DL UE throughput, while Figure 15 shows the CDF of the DL RLC Packet Error Rate per user.

Following observations can be made:
Observation 24:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the TP per UE is on average 30% lower (8.8Mbit/s vs. 12.6Mbit/s) if link adaptation is performed based on the instantaneous channel state.
Observation 25:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the probability of an RLC error rate per UE larger than 3% is 4% if link adaptation is performed based on the instantaneous channel state and BLER offset, while it is 0.6% if link adaptation is performed based on initial channel state measurement and BLER offset.

Observations 24 and 25 show that considering an instantaneous state of the channel rather leads to worse TP and RLC packet error rate because the channel state information is already expired by the time the feedback arrives at the gNB. It turns out that because of the low required BLER after one transmission and the dynamics of the fast fading channel, it only makes sense to use an averaging of BLER and not SINR. Using a BLER averaged over a considerable large number of TTIs is important to be able to reflect such a small BLER as 1%.

Observation 26:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, it is useful to do an averaging in terms of BLER rather than taking into account the instantaneous channel state due to the expiration of the channel state information upon receiving the CQI at the gNB because of the large transmission delay.
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Figure 14 DL User TP for various feedback configurations
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Figure 15 DL RLC Error Rate per User for various feedback configurations

As the current channel state is not of such importance or advantage for GEO scenario assuming 100% LOS, because of the large transmission delay, we propose to configure a large periodicity for CQI-Report in the order of 100ms.
Current NR specification [2] supports the following CSI-Report periodicities:

For the conducted simulations, a subcarrier spacing of 120kHz has been used resulting in a slot duration of 125μs. This means that the maximum configurable periodicity is 40ms. For a subcarrier spacing of 60kHz, the maximum configurable periodicity results in 80ms. In order to be able to reduce the unnecessary overhead for GEO scenario assuming 100%LOS, we propose to introduce larger CSI-Report periodicities in the order of 800 slots which means 100ms in case of 120kHz subcarrier spacing.

Besides, the NR specification supports aperiodic CSI-reporting e.g. by indicating a CSI request in PDCCH. However, this is not an option for a GEO scenario because in order to receive each 100ms a CQI report, the gNB would have to initiate a few CSI requests before receiving the first CSI report at least in the initial phase as the round trip time is a multiple of 100ms. 
Proposal 6:
Introduce larger CSI-Report periodicity values in TS 38.331 to avoid unnecessary overhead in scenarios with large transmission delay.

As mentioned above, in current specification only a CQI feedback which targets 10% or 0.001% BLER is supported. Furthermore, it has been observed that the current channel state is not of such importance for GEO scenario because of the transmission delay. Therefore, another approach to achieve a low residual BLER is to use the CQI feedback which targets 10% BLER and to add an additional offset which results in the selection of a lower MCS.

We differentiate 4 different cases for calculation of the CQI feedback or the applied offset value:

· Case 1: average the wideband SINR measurement values of the current channel state in dB scale over 100ms and apply an offset of -4.5dB
· Case 2: average the wideband SINR measurement values of the current channel state in dB scale over 100ms and apply an offset of -3dB
· Case 3: average the wideband SINR measurement values of the current channel state in linear scale over 100ms and apply an offset of -3dB
· Case 4: average the wideband SINR measurement values of the current channel state in linear scale over 100ms and apply an offset of -4.5dB
Figure 16 presents the CDF of the DL UE throughput, while Figure 17 shows the CDF of the DL RLC error rate per user. 
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Figure 16 DL User TP for different CQI Feedback Calculation Methods
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Figure 17 DL RLC Error Rate per User for different CQI Feedback Calculation Methods
Following observations can be made:

Observation 27:
Applying a CQI feedback with 1% PHY BLER target performs better in terms of TP than applying a CQI feedback with 10% PHY BLER target and an additional offset.
Observation 28:
The probability of an RLC error rate per UE larger than 2% is 0.8% if a PHY BLER target of 1% is applied and 0.5% if an averaged SINR in dB and an offset of -4.5dB is used for link adaptation. In the other considered cases of averaged SINR the RLC error rate is significantly larger.
Current NR specification [3] supports CQI reporting with a BLER target of 10% or 0.001%: 
Start * * * TS 38.214 * * * *  
5.2.2.1
Channel quality indicator (CQI) 
[…]
Based on an unrestricted observation interval in time unless specified otherwise in this Clause, and an unrestricted observation interval in frequency, the UE shall derive for each CQI value reported in uplink slot n the highest CQI index which satisfies the following condition:
-
A single PDSCH transport block with a combination of modulation scheme, target code rate and transport block size corresponding to the CQI index, and occupying a group of downlink physical resource blocks termed the CSI reference resource, could be received with a transport block error probability not exceeding: 
-
0.1, if the higher layer parameter cqi-Table in CSI-ReportConfig configures 'table1' (corresponding to Table 5.2.2.1-2), or 'table2' (corresponding to Table 5.2.2.1-3), or
-
0.00001, if the higher layer parameter cqi-Table in CSI-ReportConfig configures 'table3' (corresponding to Table 5.2.2.1-4).
… 
End * * * TS 38.214 * * * *  
In order to support URLLC, the target BLER of 0.001% and ‘table3’ has been introduced. Both in URLLC and in NTN scenarios with HARQ disabled retransmissions should be avoided as far as possible. While in URLLC the QoS requirements are really strict in terms of latency and small error rate, the QoS requirements of NTN can be a bit more relaxed. However, with the simulation results above, it has been shown that in comparison to a CQI feedback with target BLER of 10%, a CQI feedback with target BLER of 1% results in a significant increase of DL UE TP and a decrease of high RLC error rates meaning a decrease of RLC packet delay by avoiding RLC retransmissions. Therefore, we propose to introduce a third value for the target BLER for CQI reporting.
Proposal 7:
Introduce a target BLER for CQI-Reporting to support NTN scenarios with HARQ disabled. 

4.3 Consideration on BLER target in NTN

As mentioned in the last section we propose to introduce a target BLER for CQI-Reporting to support NTN scenarios with large transmission delay and HARQ disabled. In this section, we continue the discussion about a reasonable value.

As a further analysis, we performed system-level simulations with BLER-target of 1% and 2% for GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell. Used parameter configurations are listed in Table 8.
Figure 18 presents the CDF of the DL UE throughput, while Figure 19 shows the CDF of the DL RLC Error Rate per user.
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Figure 18 DL User TP for various PHY BLER target
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Figure 19 DL RLC Error Rate per User for various PHY BLER

Following observations can be made:
Observation 29:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the mean TP per UE increases from 13.2Mbit/s to 14.0Mbit/s if a PHY BLER target of 2% instead of 1% is applied.

Observation 30:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the 5%-tile of the TP per UE increases from 8.4Mbit/s to 9.2Mbit/s if a PHY BLER target of 2% instead of 1% is applied.

Observation 31:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the mean RLC error rate per UE increases from 1.1% to 2.2% if a PHY BLER target of 2% instead of 1% is applied.

Observation 32:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the 5%-tile of the RLC error rate per UE increases from 0.8% to 1.8% if a PHY BLER target of 2% instead of 1% is applied.

The analysis of QoS requirements is always related to the packet delay. In terrestrial networks, where the transmission delay is in the order of a few ms, the scheduling latency or packet latency due to the use of a lower MCS for preceding packets can be in the order of the transmission delay and therefore can have a large impact on the packet delay. In GEO scenarios, on the one hand, the delay due to scheduling or due to the use of a lower MCS for preceding packets should be negligible in comparison to the large transmission delay. On the other hand, the transmission delay is such large that retransmissions, in PHY as well as in RLC layer, should be avoided. Therefore, the BLER needs to be selected suitable to match the QoS requirements in terms of packet error rate as well as in terms of packet delay.

This leads to the conclusion that applying a PHY BLER target of 2% instead of 1% results in a larger TP per user at the expense of a higher residual error rate and increased latency. There is a trade-off between target BLER, throughput and delay (due to possible retransmissions).

The 5G requirements for residual BLER and delay are reflected in the 5QI. Table 5.7.4-1 of [6] presents the 5QI currently specified for NR, see Appendix A.

Considering the table, the following observations can be made with respect to above made simulation results:

Observation 33:
The specified 5QI match either packet error rate or delay of a GEO scenario but not both. 

SA2 is responsible for specification of new QoS classes dependent on service requirements. Besides, the operators can define their own specific 5QIs and signal the QoS characteristics for each flow separately. There reasonable requirements from radio access point of view should be taken into account. As no new QoS classes have been defined for NTN in Release 17, we suggest:

Proposal 8:
RAN1 to discuss reasonable assumptions for operator defined 5QI requirements to support GEO satellite communication in NR.
5 Conclusion and Proposals

In this document, the need to increase the number of HARQ processes for NTN has been discussed. The changes on specifications for the support of blind retransmissions in NTN have been analysed. Furthermore, transmissions in GEO scenario with HARQ feedback disabled have been discussed. The following observations and proposals are made: 
Observation 1:
For 15UEs per cell, the DL UE throughput is similar for 16 and 32 HARQ processes except when scheduling up to 4 UEs per TTI.

Observation 2:
For 15UEs per cell and a restriction to schedule up to 4UEs per TTI, the 50%-tile DL UE throughput is 7% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.

Observation 3:
For 15UEs per cell and a restriction to schedule up to 2UEs or only 1UE per TTI, the 50%-tile DL UE throughput is the same independent if up to 32 or 16 HARQ processes can be configured per UE.

Observation 4:
For 20UEs per cell, the DL UE throughput is similar for 16 and 32 HARQ processes. 

Observation 5:
The largest difference between the usage of 16 and 32 HARQ processes per UE can be observed for the 5%-tile DL UE throughput.

Observation 6:
Increasing the number of UEs per cell from 15 to 20, the difference of the DL UE throughput between systems where up to 16 or 32 HARQ processes per UE can be configured disappears.

Observation 7:
If the propagation delay decreases, e.g. for a system using a lower orbit, the round trip time decreases and 16 HARQ processes per UE will be sufficient. 

Observation 8:
The main purpose of NTN is to provide coverage everywhere and to support high mobility. In real NTN scenarios, there is no need to schedule a UE in each TTI.

Observation 9:
UL resources utilization decreases with 3 or less UEs scheduled in one TTI.

Observation 10:
For 16 HARQ processes per cell, the UL UE throughput is maximized for a maximum of 3 UEs per TTI.

Observation 11:
For 15UEs per cell and a scheduling of 3UEs per TTI, the 50%-tile UL UE throughput is 11% higher, if up to 32 instead of 16 HARQ processes per UE are used.
Observation 12:
For 15UEs per cell, the difference of the UL UE throughput for the cases with 16 and 32 HARQ processes per UE decreases if the number of UEs scheduled per TTI decreases down to 3. 

Observation 13:
Considering a LEO-1200 S-Band scenario with 20UEs per cell with a restriction to schedule up to 3UEs per TTI, the 50%-tile UL UE throughput is 9% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.

Observation 14:
Considering a LEO-1200 S-Band scenario with 30UEs per cell the with a restriction to schedule up to 3UEs, the CDF of the UL UE throughput is similar if up to 32 or 16 HARQ processes can be configured per UE.

Observation 15:
Considering a LEO-1200 S-Band scenario with 30UEs per cell with a restriction to schedule up to 3UEs per TTI, the 50%-tile UL UE throughput is 2% higher, if up to 32 instead of 16 HARQ processes can be configured per UE.

Observation 16:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the minimum TP per UE is 4.2Mbit/s.
Observation 17:
Considering a GEO Ka-Band scenario with FR3 and 10 NLOS UEs per cell, 88% of the UEs have a TP of 0bit/s.
Observation 18:
Considering a GEO Ka-Band scenario with FR3 and 10 UEs per cell and LOS probability according to TR 38.811, 6% of the UEs have no TP.

Observation 19:
Considering a GEO Ka-Band scenario with FR3 and 10 UEs per cell and LOS probability according to TR 38.811, 94.8% of the UEs have an RLC packet error rate smaller or equal than 2%.

Observation 20:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell 99.2% of the UEs have an RLC packet error rate smaller or equal than 2%.
Observation 21:
Considering a GEO Ka-Band scenario with FR3 and 10 NLOS UEs per cell, 56.7% of the UEs have an RLC packet error rate smaller or equal than 2%.

Observation 22:
Considering a GEO Ka-Band scenario with FR3, the coupling loss for NLOS UEs is in most of the cases significantly larger than the coupling loss for LOS UEs (99% of LOS UEs have coupling loss smaller or equal 120dB, while only 13% of NLOS UEs have coupling loss smaller or equal 120dB). 
Observation 23:
Considering a GEO Ka-Band scenario with FR3, the geometry SINR for NLOS UEs is in 50% lower than -6.5dB which was the minimum threshold to schedule a UE with lowest MCS in the performed SLS. LOS UEs show all geometry SINR larger than 1.5dB.
Observation 24:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the TP per UE is in average 30% lower (8.8Mbit/s vs. 12.6Mbit/s) if link adaptation is performed based on the instantaneous channel state.
Observation 25:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the probability of an RLC error rates per UE larger than 3% is 4% if link adaptation is performed based on the instantaneous channel state and BLER offset, while it is 0.6% if link adaptation is performed based on initial channel state measurement and BLER offset.
Observation 26:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, it is useful to do an averaging in terms of BLER rather than taking into account the instantaneous channel state due to the expiration of the channel state information upon receiving the CQI at the gNB because of the large transmission delay.

Observation 27:
Applying a CQI feedback with 1% PHY BLER target performs better in terms of TP than applying a CQI feedback with 10% PHY BLER target and an additional offset.
Observation 28:
The probability of an RLC error rate per UE larger than 2% is 0.8% if a PHY BLER target of 1% is applied and 0.5% if an averaged SINR in dB and an offset of -4.5dB is used for link adaptation. In the other considered cases of averaged SINR the RLC error rate is significantly larger.
Observation 29:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the mean TP per UE increases from 13.2Mbit/s to 14.0Mbit/s if a PHY BLER target of 2% instead of 1% is applied.

Observation 30:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the 5%-tile of the TP per UE increases from 8.4Mbit/s to 9.2Mbit/s if a PHY BLER target of 2% instead of 1% is applied.

Observation 31:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the mean RLC error rate per UE increases from 1.1% to 2.2% if a PHY BLER target of 2% instead of 1% is applied.

Observation 32:
Considering a GEO Ka-Band scenario with FR3 and 10 LOS UEs per cell, the 5%-tile of the RLC error rate per UE increases from 0.8% to 1.8% if a PHY BLER target of 2% instead of 1% is applied.

Observation 33:
The specified 5QI match either packet error rate or delay of a GEO scenario but not both. 
Proposal 1: 
UEs supporting NTN should not be mandated to support a higher number of HARQ processes than terrestrial UEs. 16 HARQ processes should be the baseline.  

Proposal 2: 
RAN1 may consider 32 HARQ processes as optional UE capability for high capability devices supporting NR peak data rates in low load scenarios. .
Proposal 3: 
The enhancement to the number of HARQ processes per UE shall be captured in following specification sections: Section 5.1 and 6.1 in TS 38.214, Section 6.3.2 in TS 38.331 and Section 4.2.7.10 in TS 38.306.

Proposal 4:
Allow to send blind PDSCH (re)transmission of the same packet by MAC scheduling without waiting for the transmission of the HARQ feedback. 
Proposal 5: 
For GEO scenarios change the channel model to a LOS only channel model meaning Table 6.6.1-1 of TR 38.811[5] does not apply.

Proposal 6:
Introduce larger CSI-Report periodicity values in TS 38.331 [2] to avoid unnecessary overhead in scenarios with large transmission delay.

Proposal 7:
Introduce a target BLER for CQI-Reporting to support NTN scenarios with HARQ disabled. 

Proposal 8:
RAN1 to discuss reasonable assumptions for operator defined 5QI requirements to support GEO satellite communication in NR.
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Appendix A 
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget

(NOTE 3)
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms

(NOTE 11,

NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms

(NOTE 11,

NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3

(NOTE 14)
	
	30
	50 ms

(NOTE 11,

NOTE 13)
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages

Electricity distribution – medium voltage, Process automation - monitoring

	4

	
	50
	300 ms

(NOTE 11,

NOTE 13)
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65

(NOTE 9,

NOTE 12)
	
	7
	75 ms

(NOTE 7, NOTE 8)
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66

(NOTE 12)

	
	
20
	100 ms

(NOTE 10,

NOTE 13)
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67

(NOTE 12)

	
	15
	100 ms

(NOTE 10,

NOTE 13)
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75

(NOTE 14)
	
	
	
	
	
	
	

	71
	
	56
	150 ms (NOTE 11, NOTE 13, NOTE 15)
	10-6
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	72
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	73
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	74
	
	56
	500 ms (NOTE 11, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	76
	
	56
	500 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	5
	Non-GBR
	10
	100 ms

NOTE 10,

NOTE 13)
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms

(NOTE 10,

NOTE 13)
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms

(NOTE 10,

NOTE 13)
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms

(NOTE 13)
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69

(NOTE 9, NOTE 12)
	
	5
	60 ms

(NOTE 7, NOTE 8)
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70

(NOTE 12)

	
	55
	200 ms

(NOTE 7,

NOTE 10)
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)

	79
	
	65
	50 ms

(NOTE 10,

NOTE 13)
	10-2
	N/A
	N/A
	V2X messages

	80
	
	68
	10 ms

(NOTE 5,

NOTE 10)
	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1354 bytes

(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2]);

V2X messages (UE - RSU Platooning, Advanced Driving: Cooperative Lane Change with low LoA. See TS 22.186 [111])

	84
	
	24
	30 ms

(NOTE 6)
	10-5
	1354 bytes
(NOTE 3)
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])
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	21
	5 ms

(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2]).

V2X messages (Remote Driving. See TS 22.186 [111], NOTE 16)

	86
	
	18
	5 ms

(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186 [111])

	NOTE 1:
A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.

NOTE 2:
It is required that default MDBV is supported by a PLMN supporting the related 5QIs.

NOTE 3:
The Maximum Transfer Unit (MTU) size considerations in clause 9.3 and Annex C of TS 23.060 [7] are also applicable. IP fragmentation may have impacts to CN PDB, and details are provided in clause 5.6.10.

NOTE 4:
A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.

NOTE 5:
A static value for the CN PDB of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.

NOTE 6:
A static value for the CN PDB of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.

NOTE 7:
For Mission Critical services, it may be assumed that the UPF terminating N6 is located "close" to the 5G_AN (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence a static value for the CN PDBof 10 ms for the delay between a UPF terminating N6 and a 5G_AN should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that 5QI-65 and 5QI-69 are used together to provide Mission Critical Push to Talk service (e.g., 5QI-5 is not used for signalling). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 12:
This 5QI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this 5QI value.

NOTE 13:
A static value for the CN PDB of 20 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.

NOTE 14:
This 5QI is not supported in this Release of the specification as it is only used for transmission of V2X messages over MBMS bearers as defined in TS 23.285 [72] but the value is reserved for future use.

NOTE 15:
For "live" uplink streaming (see TS 26.238 [76]), guidelines for PDB values of the different 5QIs correspond to the latency configurations defined in TR 26.939 [77]. In order to support higher latency reliable streaming services (above 500ms PDB), if different PDB and PER combinations are needed these configurations will have to use non-standardised 5QIs.

NOTE 16:
These services are expected to need much larger MDBV values to be signalled to the RAN. Support for such larger MDBV values with low latency and high reliability is likely to require a suitable RAN configuration, for which, the simulation scenarios in TR 38.824 [112] may contain some guidance.


Appendix B
Affected paragraphs of TS 38.214 [4]
Start of Change
5
Physical downlink shared channel related procedures

5.1
UE procedure for receiving the physical downlink shared channel

For downlink, a maximum of 16 HARQ processes per cell is supported by the UE. The number of processes the UE may assume will at most be used for the downlink is configured to the UE for each cell separately by higher layer parameter nrofHARQ-ProcessesForPDSCH, and when no configuration is provided the UE may assume a default number of 8 processes.
Next Change

6
Physical uplink shared channel related procedure

6.1
UE procedure for transmitting the physical uplink shared channel

[…] 

For PUSCH scheduled by DCI format 0_0 on a cell and if the higher layer parameter enableDefaultBeamPlForPUSCH0_0 is set 'enabled', the UE is configured with PUCCH resources on the active UL BWP where all the PUCCH resource(s) are not configured with any spatial relation and the UE is in RRC connected mode, the UE shall transmit PUSCH according to the spatial relation, if applicable, with a reference to the RS with 'QCL-Type-D' corresponding to the QCL assumption of the CORESET with the lowest ID in case CORESET(s) are configured on the CC.
For uplink, 16 HARQ processes per cell is supported by the UE.
End of Change
Appendix B

Affected paragraphs of TS 38.331 [2]
Start of Change
6.3.2
Radio resource control information elements

[…]

–
ConfiguredGrantConfig
The IE ConfiguredGrantConfig is used to configure uplink transmission without dynamic grant according to two possible schemes. The actual uplink grant may either be configured via RRC (type1) or provided via the PDCCH (addressed to CS-RNTI) (type2). Multiple Configured Grant configurations may be configured in one BWP of a serving cell.

ConfiguredGrantConfig information element

-- ASN1START

-- TAG-CONFIGUREDGRANTCONFIG-START

ConfiguredGrantConfig ::=           SEQUENCE {

    frequencyHopping                    ENUMERATED {intraSlot, interSlot}                                       OPTIONAL,   -- Need S

    cg-DMRS-Configuration               DMRS-UplinkConfig,

    mcs-Table                           ENUMERATED {qam256, qam64LowSE}                                         OPTIONAL,   -- Need S

    mcs-TableTransformPrecoder          ENUMERATED {qam256, qam64LowSE}                                         OPTIONAL,   -- Need S

    uci-OnPUSCH                         SetupRelease { CG-UCI-OnPUSCH }                                         OPTIONAL,   -- Need M

    resourceAllocation                  ENUMERATED { resourceAllocationType0, resourceAllocationType1, dynamicSwitch },

    rbg-Size                            ENUMERATED {config2}                                                    OPTIONAL,   -- Need S

    powerControlLoopToUse               ENUMERATED {n0, n1},

    p0-PUSCH-Alpha                      P0-PUSCH-AlphaSetId,

    transformPrecoder                   ENUMERATED {enabled, disabled}                                          OPTIONAL,   -- Need S

    nrofHARQ-Processes                  INTEGER(1..16),

    repK                                ENUMERATED {n1, n2, n4, n8},

    repK-RV                             ENUMERATED {s1-0231, s2-0303, s3-0000}                                  OPTIONAL,   -- Need R

    periodicity                         ENUMERATED {

                                                sym2, sym7, sym1x14, sym2x14, sym4x14, sym5x14, sym8x14, sym10x14, sym16x14, sym20x14,

                                                sym32x14, sym40x14, sym64x14, sym80x14, sym128x14, sym160x14, sym256x14, sym320x14, sym512x14,

                                                sym640x14, sym1024x14, sym1280x14, sym2560x14, sym5120x14,

                                                sym6, sym1x12, sym2x12, sym4x12, sym5x12, sym8x12, sym10x12, sym16x12, sym20x12, sym32x12,

                                                sym40x12, sym64x12, sym80x12, sym128x12, sym160x12, sym256x12, sym320x12, sym512x12, sym640x12,

                                                sym1280x12, sym2560x12

    },

    configuredGrantTimer                    INTEGER (1..64)                                                     OPTIONAL,   -- Need R

    rrc-ConfiguredUplinkGrant               SEQUENCE {

        timeDomainOffset                        INTEGER (0..5119),

        timeDomainAllocation                    INTEGER  (0..15),

        frequencyDomainAllocation               BIT STRING (SIZE(18)),

        antennaPort                             INTEGER (0..31),

        dmrs-SeqInitialization                  INTEGER (0..1)                                                  OPTIONAL,   -- Need R

        precodingAndNumberOfLayers              INTEGER (0..63),

        srs-ResourceIndicator                   INTEGER (0..15)                                                 OPTIONAL,   -- Need R

        mcsAndTBS                               INTEGER (0..31),

        frequencyHoppingOffset                  INTEGER (1.. maxNrofPhysicalResourceBlocks-1)                   OPTIONAL,   -- Need R

        pathlossReferenceIndex                  INTEGER (0..maxNrofPUSCH-PathlossReferenceRSs-1),

        ...,

        [[

        pusch-RepTypeIndicator-r16          ENUMERATED {pusch-RepTypeA,pusch-RepTypeB}                          OPTIONAL,   -- Need M

        frequencyHoppingPUSCH-RepTypeB-r16  ENUMERATED {interRepetition, interSlot}                       OPTIONAL,  -- Cond RepTypeB

        timeReferenceSFN-r16                ENUMERATED {sfn512}                                                 OPTIONAL    -- Need R

        ]]

    }                                                                                                           OPTIONAL,   -- Need R

    ...,

    [[

    cg-RetransmissionTimer-r16              INTEGER (1..64)                                      OPTIONAL,   -- Need R

    cg-minDFI-Delay-r16                     INTEGER (1..ffsValue)                                OPTIONAL,   -- Need R Upper limit 7 FFS

    cg-nrofPUSCH-InSlot-r16                 INTEGER (1..ffsValue)                                OPTIONAL,   -- Need R

    cg-nrofSlots-r16                        INTEGER (1..ffsValue)                                OPTIONAL,   -- Need R

    cg-StartingFullBW-InsideCOT-r16         ENUMERATED {ffs}                                     OPTIONAL,   -- Need R

    cg-StartingFullBW-OutsideCOT-r16        ENUMERATED {ffs}                                     OPTIONAL,   -- Need R

    cg-StartingPartialBW-InsideCOT-r16      ENUMERATED {ffs}                                     OPTIONAL,   -- Need R

    cg-StartingPartialBW-OutsideCOT-r16     ENUMERATED {ffs}                                     OPTIONAL,   -- Need R

    cg-UCI-Multiplexing                     ENUMERATED {enabled}                                 OPTIONAL,   -- Need R

    cg-COT-SharingOffset-r16                INTEGER (1..ffsValue)                                OPTIONAL,   -- Need R

    betaOffsetCG-UCI-r16                    INTEGER (1..ffsValue)                                OPTIONAL,   -- Need R

    cg-COT-SharingList-r16                  SEQUENCE (SIZE (1..ffsValue)) OF CG-COT-Sharing-r16  OPTIONAL,   -- Need R

    harq-ProcID-Offset-r16                  INTEGER (0..15)                                      OPTIONAL,   -- Need M

    harq-ProcID-Offset2-r16                 INTEGER (0..15)                                      OPTIONAL,   -- Need M

    configuredGrantConfigIndex-r16          ConfiguredGrantConfigIndex-r16                       OPTIONAL,   -- Need M

    configuredGrantConfigIndexMAC-r16       ConfiguredGrantConfigIndexMAC-r16                    OPTIONAL,   -- Need M

    periodicityExt-r16                      INTEGER (1..5120)                                    OPTIONAL,   -- Need M

    startingFromRV0-r16                     ENUMERATED {on, off}                                 OPTIONAL,   -- Need M

    phy-PriorityIndex-r16                   ENUMERATED {p0, p1}                                  OPTIONAL,    -- Need M

    autonomousReTx-r16                      ENUMERATED {enabled}                             OPTIONAL    -- Cond LCH-BasedPrioritization

    ]]

}

CG-UCI-OnPUSCH ::= CHOICE {

    dynamic                                 SEQUENCE (SIZE (1..4)) OF BetaOffsets,

    semiStatic                              BetaOffsets

}

CG-COT-Sharing-r16 ::= SEQUENCE {

    duration-r16                    INTEGER (1..ffsValue),

    offset-r16                      INTEGER (1..ffsValue),

    channelAccessPriority-r16       INTEGER (1..4)

}

-- TAG-CONFIGUREDGRANTCONFIG-STOP

-- ASN1STOP

	ConfiguredGrantConfig field descriptions

	antennaPort
Indicates the antenna port(s) to be used for this configuration, and the maximum bitwidth is 5. See TS 38.214 [19], clause 6.1.2, and TS 38.212 [17], clause 7.3.1.

	autonomousReTx

If this field is present, the Configured Grant configuration is configured with autonomous retransmission, see TS 38.321 [3].

    Editor's Note: The name autonomousReTx needs to be confirmed.

	betaOffsetCG-UCI

Beta offset for CG-UCI in CG-PUSCH, see TS 38.213 [13], clause 9.3

	cg-COT-SharingOffset

Indicates the number of symbols from the end of the slot where the COT sharing indication in UCI is enabled. Applicable when ULtoDL-COT-SharingED-Threshold-r16 is not configured (see 37.213 [48], clause 4.1.3).

	cg-DMRS-Configuration
DMRS configuration (see TS 38.214 [19], clause 6.1.2.3).

	cg-minDFIDelay
Indicates the minimum duration (in unit of symbols) from the ending symbol of the CG-PUSCH to the starting symbol of the DFI carrying HARQ-ACK for that PUSCH. UE assumes HARQ-ACK is valid only for PUSCH transmissions ending before n-cg-DFIDelay-r16, where n is the time corresponding to the beginning of the start symbol of the DFI (see TS 38.213 [13], clause 10.3)..

	cg-nrofPUSCH-InSlot
Indicates the number of consecutive PUSCH configured to CG within a slot where the SLIV indicating the first PUSCH and additional PUSCH appended with the same length (see TS 38.214 [19], clause 6.1.2.3).

	cg-nrofSlots
Indicates the number of allocated slots in a configured grant periodicity following the time instance of configured grant offset (see TS 38.214 [19], clause 6.1.2.3).

	cg-RetransmissionTimer
Indicates the initial value of the configured retransmission timer (see TS 38.321 [3]) in multiples of periodicity. The value of cg-RetransmissionTimer is always less than the value of configuredGrantTimer. This IE is always configured for configured grants on operation with shared spectrum channel access.

	cg-StartingFullBW-InsideCOT
A set of configured grant PUSCH transmission starting offsets which indicates the length of a CP extension of the first symbol that is located before the configured resource when frequency domain resource allocation includes all interlaces in the allocated RB set(s) and the CG PUSCH resource is inside gNB COT (see TS 38.214 [19], clause 6.1.2.3).

	cg-StartingFullBW-OutsideCOT
A set of configured grant PUSCH transmission starting offsets which indicates the length of a CP extension of the first symbol that is located before the configured resource when frequency domain resource allocation includes all interlaces in the allocated RB set(s) and the CG PUSCH resource is outside gNB COT (see TS 38.214 [19], clause 6.1.2.3).

	cg-StartingPartialBW-InsideCOT
A set of configured grant PUSCH transmission starting offsets which indicates the length of a CP extension of the first symbol that is located before the configured resource when frequency domain resource allocation does not include all interlaces in the allocated RB set(s) and the CG PUSCH resource is inside gNB COT (see TS 38.214 [19], clause 6.1.2.3).

	cg-StartingPartialBW-OutsideCOT
A set of configured grant PUSCH transmission starting offsets which indicates the length of a CP extension of the first symbol that is located before the configured resource when frequency domain resource allocation does not include all interlaces in the allocated RB set(s) and the CG PUSCH resource is outside gNB COT (see TS 38.214 [19], clause 6.1.2.3).

	cg-UCI-Multiplexing
When configured, in the case of PUCCH overlapping with CG-PUSCH(s) within a PUCCH group, the CG-UCI and HARQ-ACK are jointly encoded (CG-UCI is treated as the same type as a HARQ-ACK). When not configured, In the case of PUCCH overlapping with CG-PUSCH(s) within a PUCCH group and PUCCH carries HARQ ACK feedback, configured grant PUSCH is skipped (see TS 38.214 [19], clause 6.3.2.1.4).

	channelAccessPriority

Indicates the Channel Access Priority Class that the gNB can assume when sharing the UE initiated COT (see 37.213 [48], clause 4.1.3).

	configuredGrantConfigIndex

Indicates the index of the Configured Grant configurations within the BWP.

	configuredGrantConfigIndexMAC

Indicates the index of the Configured Grant configurations within the MAC entity.

	configuredGrantTimer
Indicates the initial value of the configured grant timer (see TS 38.321 [3]) in multiples of periodicity. When cg-RetransmissonTimer is configured, if HARQ processes are shared among different configured grants on the same BWP, configuredGrantTimer is set to the same value for all of configurations on this BWP.

	dmrs-SeqInitialization
The network configures this field if transformPrecoder is disabled. Otherwise the field is absent.

	frequencyDomainAllocation
Indicates the frequency domain resource allocation, see TS 38.214 [19], clause 6.1.2, and TS 38.212 [17], clause 7.3.1).

	frequencyHopping
The value intraSlot enables 'Intra-slot frequency hopping' and the value interSlot enables 'Inter-slot frequency hopping'. If the field is absent, frequency hopping is not configured. The field frequencyHopping refers to configured grant for 'pusch-RepTypeA' (see TS 38.214 [19], clause 6.3.1).

	frequencyHoppingOffset
Frequency hopping offset used when frequency hopping is enabled (see TS 38.214 [19], clause 6.1.2 and clause 6.3).

	frequencyHoppingPUSCH-RepTypeB

Indicates the frequency hopping scheme for Type 1 CG when pusch-RepTypeIndicator is set to 'pusch-RepTypeB' (see TS 38.214 [19], clause 6.1). The value interRepetition enables 'Inter-repetition frequency hopping', and the value interSlot enables 'Inter-slot frequency hopping'. If the field is absent, the frequency hopping is not enabled for Type 1 CG.

Editor's note: FFS on intraRepetition for frequency hopping for PUSCH repetition type B.

Editor's note: FFS on CG Type 2 for frequency hopping indication.

	harq-ProcID-Offset

For operation with shared spectrum channel access, this configures the range of HARQ process IDs which can be used for this configured grant where the UE can select a HARQ process ID within [harq-procID-offset, .., (harq-procID-offset + nrofHARQ-Processes – 1)].

	harq-ProcID-Offset2

Indicates the offset used in deriving the HARQ process IDs, see TS 38.321 [3], clause 5.4.1.

	mcs-Table
Indicates the MCS table the UE shall use for PUSCH without transform precoding. If the field is absent the UE applies the value qam64.

	mcs-TableTransformPrecoder
Indicates the MCS table the UE shall use for PUSCH with transform precoding. If the field is absent the UE applies the value qam64.

	mcsAndTBS
The modulation order, target code rate and TB size (see TS 38.214 [19], clause 6.1.2). The NW does not configure the values 28~31 in this version of the specification.

	nrofHARQ-Processes
The number of HARQ processes configured. It applies for both Type 1 and Type 2. See TS 38.321 [3], clause 5.4.1.

	p0-PUSCH-Alpha
Index of the P0-PUSCH-AlphaSet to be used for this configuration.


Next Change

–
PDSCH-ServingCellConfig
The IE PDSCH-ServingCellConfig is used to configure UE specific PDSCH parameters that are common across the UE's BWPs of one serving cell.

PDSCH-ServingCellConfig information element

-- ASN1START

-- TAG-PDSCH-SERVINGCELLCONFIG-START

PDSCH-ServingCellConfig ::=             SEQUENCE {

    codeBlockGroupTransmission              SetupRelease { PDSCH-CodeBlockGroupTransmission }       OPTIONAL,   -- Need M

    xOverhead                               ENUMERATED { xOh6, xOh12, xOh18 }                       OPTIONAL,   -- Need S

    nrofHARQ-ProcessesForPDSCH              ENUMERATED {n2, n4, n6, n10, n12, n16}                  OPTIONAL,   -- Need S

    pucch-Cell                              ServCellIndex                                           OPTIONAL,   -- Cond SCellAddOnly

    ...,

    [[

    maxMIMO-Layers                          INTEGER (1..8)                                          OPTIONAL,  -- Need M

    processingType2Enabled                  BOOLEAN                                                 OPTIONAL   -- Need M

    ]],

    [[

    pdsch-CodeBlockGroupTransmissionList-r16 SetupRelease { PDSCH-CodeBlockGroupTransmissionList-r16 }  OPTIONAL   -- Need M

    ]]

}

PDSCH-CodeBlockGroupTransmission ::=    SEQUENCE {

    maxCodeBlockGroupsPerTransportBlock     ENUMERATED {n2, n4, n6, n8},

    codeBlockGroupFlushIndicator            BOOLEAN,

    ...

}

PDSCH-CodeBlockGroupTransmissionList-r16 ::=    SEQUENCE (SIZE (1..2)) OF PDSCH-CodeBlockGroupTransmission

-- TAG-PDSCH-SERVINGCELLCONFIG-STOP

-- ASN1STOP

	PDSCH-CodeBlockGroupTransmission field descriptions

	codeBlockGroupFlushIndicator
Indicates whether CBGFI for CBG based (re)transmission in DL is enabled (true). (see TS 38.212 [17], clause 7.3.1.2.2).

	maxCodeBlockGroupsPerTransportBlock
Maximum number of code-block-groups (CBGs) per TB. In case of multiple CW, the maximum CBG is 4 (see TS 38.213 [13], clause 9.1.1).


	PDSCH-ServingCellConfig field descriptions

	codeBlockGroupTransmission
Enables and configures code-block-group (CBG) based transmission (see TS 38.213 [13], clause 9.1.1).

	maxMIMO-Layers

Indicates the maximum number of MIMO layers to be used for PDSCH in all BWPs of this serving cell. (see TS 38.212 [17], clause 5.4.2.1).

	nrofHARQ-ProcessesForPDSCH
The number of HARQ processes to be used on the PDSCH of a serving cell. Value n2 corresponds to 2 HARQ processes, value n4 to 4 HARQ processes, and so on. If the field is absent, the UE uses 8 HARQ processes (see TS 38.214 [19], clause 5.1).

	pdsch-CodeBlockGroupTransmissionList

A list of configuration for up to two simultaneously constructed HARQ-ACK codebooks (see TS 38.213 [13], clause 9.3).

	processingType2Enabled

Enables configuration of advanced processing time capability 2 for PDSCH (see 38.214 [19], clause 5.3).

	pucch-Cell
The ID of the serving cell (of the same cell group) to use for PUCCH. If the field is absent, the UE sends the HARQ feedback on the PUCCH of the SpCell of this cell group, or on this serving cell if it is a PUCCH SCell.

	xOverhead
Accounts for overhead from CSI-RS, CORESET, etc. If the field is absent, the UE applies value xOh0 (see TS 38.214 [19], clause 5.1.3.2).


Next Change

–
SPS-Config

The IE SPS-Config is used to configure downlink semi-persistent transmission. Multiple Downlink SPS configurations may be configured in one BWP of a serving cell.

SPS-Config information element

-- ASN1START

-- TAG-SPS-CONFIG-START

SPS-Config ::=                  SEQUENCE {

    periodicity                     ENUMERATED {ms10, ms20, ms32, ms40, ms64, ms80, ms128, ms160, ms320, ms640,

                                                        spare6, spare5, spare4, spare3, spare2, spare1},

    nrofHARQ-Processes              INTEGER (1..8),

    n1PUCCH-AN                      PUCCH-ResourceId                                                            OPTIONAL,   -- Need M

    mcs-Table                       ENUMERATED {qam64LowSE}                                                     OPTIONAL,   -- Need S

    ...,

    [[

    sps-ConfigIndex-r16         SPS-ConfigIndex-r16                                                             OPTIONAL,   -- Need N

    harq-ProcID-Offset-r16      INTEGER (0..15)                                                                 OPTIONAL,   -- Need N

    periodicityExt-r16          INTEGER (1..5120)                                                               OPTIONAL,   -- Need N

    harq-CodebookID-r16         INTEGER (1..2)                                                                  OPTIONAL    -- Need N

    ]]

}

-- TAG-SPS-CONFIG-STOP

-- ASN1STOP

	SPS-Config field descriptions

	harq-CodebookID

Indicates the HARQ-ACK codebook index for the corresponding HARQ-ACK codebook for SPS PDSCH and ACK for SPS PDSCH release.

	harq-ProcID-Offset

Indicates the offset used in deriving the HARQ process IDs, see TS 38.321 [3], clause 5.3.1.

	mcs-Table
Indicates the MCS table the UE shall use for DL SPS (see TS 38.214 [19],clause 5.1.3.1. If present, the UE shall use the MCS table of low-SE 64QAM table indicated in Table 5.1.3.1-3 of TS 38.214 [19]. If this field is absent and field mcs-table in PDSCH-Config is set to 'qam256' and the activating DCI is of format 1_1, the UE applies the 256QAM table indicated in Table 5.1.3.1-2 of TS 38.214 [19]. Otherwise, the UE applies the non-low-SE 64QAM table indicated in Table 5.1.3.1-1 of TS 38.214 [19].

	n1PUCCH-AN
HARQ resource for PUCCH for DL SPS. The network configures the resource either as format0 or format1. The actual PUCCH-Resource is configured in PUCCH-Config and referred to by its ID. See TS 38.213 [13], clause 9.2.3.

	nrofHARQ-Processes
Number of configured HARQ processes for SPS DL (see TS 38.321 [3], clause 5.8.1).

	periodicity
Periodicity for DL SPS (see TS 38.214 [19] and TS 38.321 [3], clause 5.8.1).

	periodicityExt

This field is used to calculate the periodicity for DL SPS (see TS 38.214 [19] and see TS 38.321 [3], clause 5,8.1). If this field is present, the field periodicity is ignored.

The following periodicities are supported depending on the configured subcarrier spacing [slots]:

15 kHz:
periodicityExt, where periodicityExt has a value between 1 and 640.

30 kHz:
periodicityExt, where periodicityExt has a value between 1 and 1280.

60 kHz with normal CP:
periodicityExt, where periodicityExt has a value between 1 and 2560.

60 kHz with ECP:
periodicityExt, where periodicityExt has a value between 1 and 2560.

120 kHz:




periodicityExt, where periodicityExt has a value between 1 and 5120.

	sps-ConfigIndex

Indicates the index of one of multiple SPS configurations.


End of Change
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