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In the RAN plenary meeting #88e, the scope of Industrial IoT and URLLC was revised in [1]. The description for intra-UE multiplexing and prioritization is captured as follows:
3. Intra-UE multiplexing and prioritization of traffic with different priority based on work done in Rel.16 [RAN1]:
a. Specify multiplexing behavior among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH. 
b. Specify PHY prioritization of overlapping dynamic grant PUSCH and configured grant PUSCH of different PHY priorities on a BWP of a serving cell including the related cancelation behavior for the PUSCH of lower PHY priority, taking the solution developed during Rel-16 as the baseline 
In this paper, we mainly discuss the multiplexing behavior for intra-UE UCI MUX and the prioritization for two overlapping PUSCHs.
Intra-UE UCI multiplexing
In Rel-16, a two-level priority was introduced for service identification of URLLC and eMBB and based on this the UCI multiplexing and prioritization of traffic with different service priorities was discussed. Finally, only prioritization was agreed, i.e. the high priority (HP) UCI/data can cancel the low priority (LP) UCI/data except for the case of DG PUSCH vs CG PUSCH. The multiplexing rule was left for discussion in Release 17. In this section, we mainly address the multiplexing rule for two overlapping PUCCHs/PUSCHs.
2.1 Case Study
The first issue that should be discussed is which cases should be enhanced to support UCI/data multiplexing between different priorities. Generally speaking, three cases need to be analyzed as follows, i.e. 
· LP PUCCH vs HP PUCCH
· LP PUCCH vs HP PUSCH
· HP PUCCH vs LP PUSCH 
For the first one, LP PUCCH vs HP PUCCH, the LP UCI can include HARQ-ACK, SR or CSI. The first question is which UCI type(s) with low priority should be multiplexed with high priority UCI? It is obvious that LP HARQ-ACK should be multiplexed with HP UCI since the HARQ-ACK is of great significance to the DL spectrum efficiency. In addition, LP SR is also important as it is necessary for UL data transmission, especially when the UE is not using configured grants. To always drop the LP SR due to frequent HP HARQ-ACK (from frequent HP DL packet transmissions) would greatly reduce the UL performance of LP services, therefore it should be allowed to multiplex LP SR with HP UCI also. For LP CSI, although it might have a large payload size sometimes, multiplexing it with another HP UCI may not degrade the performance of the HP UCI if it is only allowed under certain condition, e.g., if multiplexing only is allowed when the latency of the HP UCI is not increased. Hence, from our perspective it is preferred to allow all kinds of LP UCI to be multiplexed with HP UCI.
For LP PUCCH vs HP PUSCH, similar to the cases analyzed above, it is preferred that all types of LP UCIs except SR can be piggybacked on HP PUSCH. Since SR cannot be multiplexed on PUSCH in Rel-15/Rel-16 even when they are of the same priority, multiplexing LP SR on HP PUSCH would require some further general discussion firstly.
The third case is HP PUCCH vs LP PUSCH. Since the UCI is mapped onto the first symbols (or the first symbol after DMRS) on PUSCH, the latency would not be increased greatly if multiplexing is allowed. Moreover, the coding rate after rate-matching of UCI can be adjusted by the beta-offset parameter, and a large beta-offset value can be provided to guarantee the reliability of the HP UCI. Hence, it is straightforward to support multiplexing of all types of HP UCIs onto LP PUSCH. Similar to the case for LP PUCCH vs HP PUSCH, also for HP SR vs LP PUSCH, a general discussion is needed firstly to decide whether this kind of multiplexing should be supported. 
Proposal 1: For intra-UE UCI multiplexing with different priorities, 
· Support multiplexing all types of LP UCI with HP UCI on one PUCCH,
· Support multiplexing all types of LP UCI except SR with HP data on one PUSCH,
· Support multiplexing all types of HP UCI except SR with LP data on one PUSCH,
· Further study whether to support multiplexing SR and data with different priorities on one PUSCH.
2.2 Multiplexing methods
The next issue is about the multiplexing methods if two UCIs of different priorities would be multiplexed onto one PUCCH or PUSCH. Generally speaking, there are two candidate approaches. The first one is joint coding and mapping. That is, the information bits of UCIs of the same type (e.g., both are HARQ-ACK) but different priorities are cascaded into one bit sequence, coded/modulated into one symbol sequence, and mapped sequentially onto the PUCCH/PUSCH resource. This method is easy and can reuse the current UCI multiplexing method from Rel-15 to the best. However, this method cannot provide distinguished latency/reliability protections for UCIs of different priorities. Since the gNB can only start the decoding procedure after receiving all symbols of the joint UCI, the processing of the HP UCI is delayed. Furthermore, since only one coding rate is used, the UE must either sacrifice the reliability of the HP UCI if a high coding rate is selected, or provide an over-designed reliability for the LP UCI leading to a great resource waste if a low coding rate is selected. 
Observation 1: Joint coding for UCIs of different priorities when multiplexed onto one PUCCH or PUSCH would lead to increased processing latency at the gNB, and also incur a resource waste if a low coding rate is used for both HP UCI and LP UCI.
By contrast, the second approach, i.e. separate coding and mapping of different UCIs, can circumvent all these problems mentioned above. One can configure two coding rates for HP UCI and LP UCI to enable different reliability protection and to maximize the resource utilization, and also mapping the HP UCI first enables early processing at the gNB so that the HP latency is not impacted. One special case should be noted, i.e., either HP UCI or LP UCI is 1~2 bits and hence originally carried on PUCCH by sequence-based transmission. In such a case, we can follow the separate coding process above by reusing the coding method for UCI of 1~2 bits piggybacked on PUSCH. However, other solutions can be discussed, including simply supporting separate sequence-based transmission by mapping HP UCI and LP UCI on different symbols, supporting joint coding for this special case, and etc. 
Proposal 2: For UCIs of different priorities multiplexed onto one PUCCH or PUSCH, support separate coding and mapping of UCIs of different priorities.
Moreover, for UCI piggyback on PUSCH, the coding rate is adjusted by the beta-offset values. Hence for UCIs of different priorities to be multiplexed on one PUSCH, it is suggested to configure (and indicate for GB PUSCH) two sets of beta-offset values applied for these two UCIs separately. In addition, for LP UCI multiplexed with HP data on one PUSCH, it is expected that a small number of resources would be assigned for the UCI transmission and hence would not impact the reliability of the HP data transmission. As a result, a small beta-offset should be supported, and even beta-offset = 0 could be included, and if this value is configured or indicated, it implicitly disables the UCI piggyback on PUSCH.
Proposal 3: For UCI piggyback on PUSCH, support separate configuration of beta-offset values for UCIs of different priorities, and support beta-offset < 1 and even beta-offset = 0 for better protection of HP data transmission.
2.3 Multiplexing conditions
Although separate coding and mapping are helpful to provide good protection of the latency and reliability for HP UCI/data, sometimes even then multiplexing HP UCI/data and LP UCI/data would increase the transmission latency of HP UCI/data and/or degrade its reliability. Also in some cases, multiplexing might be impossible from the UE implementation perspective. Hence, it is must be specified for which conditions the multiplexing is allowed.
Firstly, the existing Rel-15 timeline must be satisfied to allow the UE to perform UCI/data MUX before it would transmit these two overlapping PUCCH/PUSCH. Then, some approaches should be designed to guarantee that the latency and reliability of HP UCI/data is not affected. On one hand, the condition can be designed based on the location in time of HP UCI/data before multiplexing and its location after multiplexing. For example, consider PUCCH vs PUCCH as shown in the right-hand part of Figure 1 below. Assuming the HP UCI on PUCCH 1 would be multiplexed with LP UCI on PUCCH 2 into a joint UCI and carried on one PUCCH 3. In order to not increase the latency of the HP UCI,  if PUCCH 3 would end later than PUCCH 1, then this MUX would cause extra transmission latency to the HP UCI and hence should not be allowed. As explained in the example, we can simply use the ending symbol to judge whether the latency of HP UCI/data is delayed, and only if the ending symbol of PUCCH/PUSCH carrying the joint UCI/data is no later than the PUCCH/PUSCH carrying HP UCI/data, the multiplexing is allowed.
Another condition to take into account is the reliability. The effective coding rate of HP UCI/data before multiplexing and its coding rate after the multiplexing should be considered. For example, if HP UCI and LP UCI would be multiplexed on one PUCCH with separate coding, if the coding rate of HP UCI on the PUCCH is no larger than the coding rate when it is transmitted on the original PUCCH, the multiplexing is allowed.
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[bookmark: _Ref31641736]Figure 1 Time location illustration for HP UCI multiplexing with LP UCI

Proposal 4: For UCI/data of different priorities multiplexed on one PUCCH or PUSCH, the multiplexing is only allowed if the following conditions are met.
· The Rel-15 timeline for UCI multiplexing is satisfied,
· The ending symbol of PUCCH/PUSCH carrying joint UCI/data is no later than the PUCCH/PUSCH carrying HP UCI/data,
· The coding rate of HP UCI/data is not enlarged after multiplexing.
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Another issue that needs to be discussed is how to determine the multiplexing order when more than two PUCCHs/PUSCHs overlap in time. However, this issue is related to the detailed multiplexing/prioritization rules discussed above, and hence should be studied after we have achieved a conclusion on how to support the intra-UE UL multiplexing between HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities.
Prioritization between CG PUSCHs and DG PUSCHs
In Rel-16, it was agreed in the RAN1 #98b meeting that the HP PUSCH can puncture the LP PUSCH [2]. However, this agreement was re-discussed in the RAN1 101-e meeting, and only the prioritization of two CG PUSCHs with different priorities was agreed while there was no consensus on the prioritization of DG PUSCH and CG PUSCH with different priorities [3]. In the RAN1 #101-e meeting [3], the following proposals are provided.
	Proposal from Feature Lead
· For collision handling between high priority CG and low priority DG, down-select following options.
· Option 1: define a UE capability for collision handling between the CG and DG with different priorities in PHY layer.
· If UE supports the capability, PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the PUSCH transmission scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
· Otherwise, MAC layer should make the prioritization so that only one MAC PDU is delivered to PHY layer.
· Option 2: re-use Rel.15 timeline, MAC layer should make the prioritization so that only one MAC PDU (e.g. the one with higher priority) is delivered to PHY layer. 
· Supported by QC, Intel, LG, Apple
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant.
· Supported by Nokia, NSB, Huawei/HiSilicon, CATT, NEC, MTK, ZTE
· No PHY collision handling necessary if MAC does not generate a PDU for the CG.
· PHY does not expect MAC to generate a PDU for a later, lower-priority, CG PUSCH, which overlaps with an earlier, higher-priority, DG PUSCH.

Proposal from Feature Lead 
· For collision handling between high priority DG and low priority CG, down-select following options:
· Option 1: Define a UE capability for collision handling between the CG and DG with different priorities in PHY layer.
· If a UE supports the capability, the UE is expected to cancel the overlapping low priority CG by the first overlapping symbol at the latest. Further, a UE expects that the first [overlapping] symbol of the high priority DG is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the high priority DG. 
· Otherwise, the UE can only cancel the entire PUSCH transmission corresponding to the configured grant starting in a symbol 𝑗, if the end of symbol 𝑖 for PDCCH scheduling the PUSCH is at least 𝑁2 symbols before the beginning of symbol 𝑗. 
· Option 2: Rel.15 timeline is reused to support cancellation of the low priority CG PUSCH.
· A UE is not expected to be scheduled by a PDCCH ending in symbol i to transmit a high priority DG PUSCH on a given serving cell overlapping in time with a transmission occasion, where the UE is allowed to transmit a CG PUSCH with low priority, starting in a symbol j on the same serving cell if the end of symbol i is not at least N2 symbols before the beginning of symbol j. 
· Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping low priority CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first [overlapping] symbol of the high priority DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the high priority channel. 
· No PHY collision handling necessary if MAC does not generate a PDU for the CG.



In the RAN #88-e plenary meeting, it has been agreed that in Rel-17 we should “Specify PHY prioritization of overlapping dynamic grant PUSCH and configured grant PUSCH of different PHY priorities on a BWP of a serving cell including the related cancelation behavior for the PUSCH of lower PHY priority, taking the solution developed during Rel-16 as the baseline”. Note that Option 3 in both proposals have been agreed in previous meetings [2], hence Option 3 should be directly supported in Rel-17.
Proposal 5: For collision handling between HP CG and LP DG, support Option 3 below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant
Proposal 6: For collision handling between HP DG and LP CG, support Option 3 below.
Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping LP CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first overlapping symbol of the HP DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the HP channel.
Conclusions
In this paper, we discussion the possible multiplexing rules and orders for the collision of PUCCHs/PUSCHs with different priorities. The following observation and proposals are given:
Proposal 1: For intra-UE UCI multiplexing with different priorities, 
· Support multiplexing all types of LP UCI with HP UCI on one PUCCH,
· Support multiplexing all types of LP UCI except SR with HP data on one PUSCH,
· Support multiplexing all types of HP UCI except SR with LP data on one PUSCH,
· Further study whether to support multiplexing SR and data with different priorities on one PUSCH.
Proposal 2: For UCIs of different priorities multiplexed onto one PUCCH or PUSCH, support separate coding and mapping of UCIs of different priorities.
Proposal 3: For UCI piggyback on PUSCH, support separate configuration of beta-offset values for UCIs of different priorities, and support beta-offset < 1 and even beta-offset = 0 for better protection of HP data transmission.
Proposal 4: For UCI/data of different priorities multiplexed on one PUCCH or PUSCH, the multiplexing is only allowed if the following conditions are met.
· The Rel-15 timeline for UCI multiplexing is satisfied,
· The ending symbol of PUCCH/PUSCH carrying joint UCI/data is no later than the PUCCH/PUSCH carrying HP UCI/data,
· The coding rate of HP UCI/data is not enlarged after multiplexing.
Proposal 5: For collision handling between HP CG and LP DG, support Option 3 below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to transmit the PUSCH corresponding to the configured grant, and cancel the overlapping low priority PUSCH scheduled by the PDCCH at latest starting at the first symbol of the PUSCH corresponding to the configured grant
Proposal 6: For collision handling between HP DG and LP CG, support Option 3 below.
· Option 3: PHY layer can make the prioritization so that the UE is expected to cancel the overlapping LP CG PUSCH by the first overlapping symbol at the latest. Further, a UE expects that the first overlapping symbol of the HP DG PUSCH is not earlier than Tproc,2+d1 after the last symbol of the PDCCH with the DCI format scheduling the HP channel.
Observation 1: Joint coding for UCIs of different priorities when multiplexed onto one PUCCH or PUSCH would lead to increased processing latency at the gNB, and also incur a resource waste if a low coding rate is used for both HP UCI and LP UCI.
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