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1. Introduction
In this document, an alternative turbo puncturing algorithm modified and generalized from [1] is presented and  compared with Fujitsu scheme. The alternative turbo puncturing algorithm (LGIC scheme) is modified for the purpose of the application to a convolutional code. The comparison with the conventional puncturing algorithm is also provided in the case that two turbo puncturing algorithms are applied to a convolutional code. The comparison is made by the simulation of each puncturing algorithm in the environment of AWGN and uncorrelated Rayleigh fading channel.

2. The modified LGIC turbo puncturing algorithm

LGIC turbo puncturing scheme is modified in order to apply to the convolutional code. It is shown as below. It is  different from [1] in that the termination part is included in the process of puncturing for the purpose of escaping from losses of performance for the convolutional code[4].
Let’s denote:
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= ordered set (in ascending order from left to right) of allowed number of bits per block

· NC = number of bits per matching block 
· Ni = number of bits per matched block
· N = Nc/3
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= set of NC data bits
find Ni so that Ni ( NC 
y = Nc -Ni
e =2* N
m = 1
flag = 0

do while m <= N
e = e – 2 * y
if e <= -2*N  then
puncture bit 3*m-1, 3*m-2 from set S0
e = e + 4*N

end if
if e <= 0  then
if flag ==0

puncture bit 3*m-1 from set S0
flag =1

endif

if flag ==1

puncture bit 3*m-2 from set S0
flag = 0

endif
e = e + 2*N

end if
m = m + 1


end do
The part of “if e <= -2*N  then …” is for the case that the number of puncturing is larger than N and the effective code rate is larger than 1/2. In this range, the modified LGIC puncturing algorithm provides the property of the balance between two parity parts.(the original LGIC scheme does not provide this property.)

As different from [1], the modified algorithm does not use a counter but a flag for the alternative puncturing process in order to reduce the complexity of the implementation.

3. The application of turbo puncturing algorithm to the convolutional code

It is expected that the common puncturing algorithm for downlink channel codes is beneficial to the downlink implementation. If the application of turbo puncturing algorithm to the convolutional code has an equivalent performance to the conventional puncturing algorithm, it is rational to use a common turbo puncturing algorithm because turbo puncturing algorithm achieves a considerable gain over the conventional algorithm.

The puncturing rule for a convolutional code is “the uniform puncturing over all coded bits”. This means that the minimum distance between two puncturing bit positions should be maximized and consecutive puncturing should be prevented. 

When turbo puncturing algorithm is applied to the convolutional code, the above optimal condition is not satisfied and the performance of two turbo puncturing algorithm is summarized as below.

1) Fujitsu scheme makes a consecutive puncturing with every puncturing operation. This may cause some performance degradation over the conventional puncturing algorithm[5].
2) LGIC scheme does not satisfy the uniform puncturing over all coded bits but it satisfies the uniform puncturing over all code symbols when code rate is 1/3. The uniformity in the code symbol space is an optimal puncturing rule equivalent to the uniformity in the code bit space. Thus LGIC scheme shows the same performance as the conventional scheme. When code rate is 1/2, LGIC scheme does not satisfy the unform puncturing over all code bits and symbols. But, because LGIC scheme does not make a consecutive puncturing and distribute a puncturing to the entire code block in the unform manner, the degradation of BER performance is very small.

In the decoding process of the convolutional code(Viterbi decoding), error event occurs by the unit of code symbol. This means that the uniformity of puncturing should be considered by the unit of code symbol. The uniformity in the code bit space is equivalent to that of the code symbol space and the conventional puncturing algorithm provides the uniform puncturing over all code symbol. If it can be assumed that puncturing influence on the error event is not related with the position of puncturing in one code symbol, the uniform puncturing over all code symbols provides the same optimality as the conventional puncturing algorithm. But the performance of code is dependent on the puncturing  position (puncturing pattern) in the code symbol which includes puncturing bit. The optimized puncturing pattern is not offered from both the conventional and LGIC schemes and so two algorithm can be considered as having the same optimality. When code rate is 1/3, LGIC scheme is equivalent to the conventional puncturing algorithm in the sense of the uniformity in the code symbol space.

4. Simulation results

The simulation conditions are summarized as below.

For the turbo code simulation,

· Interleaver sizes are 320, 640, 5120
· Internal interleaver is a prime interleaver
· Constraint length of the constituent code is 4.

· Conventional termination method is applied.

· A full MAP with floating point implementation is used for the decoding of the constituent encoders

· Iteration number is 8.
· At a BER of 
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, at least 100 frame errors have to be counted

· Simulations are carried out in an uncorrelated Rayleigh fading channel

· The puncturing numbers of bits are 192, 384, 3072 for 320, 640, 5120 interleaver size.

(This values are corresponding to 0.2 of P approximately.)

For the convolutional code simulation,

· Information block size is 96
· The code rates of the convolutional code are 1/3, 1/2.
· Constraint length of the constituent code is 9.

· Eight zero bits are used for teminating.
· Floating point Viterbi decoding is used.
· At a BER of 
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, at least 500 frame errors have to be counted

· Simulations are carried out in an AWGN channel and uncorrelated fading channel
· The puncturing numbers of bits are 62, 41 for 1/3, 1/2 code rate.

(This values are corresponding to 0.2 of P approximately.)
Figure 1, Figure 2 and Figure 3 show the simulation results of BER and FER performance of turbo puncturing algorithm in comparison with the conventional scheme in the environment of the uncorrelated Rayleigh fading channel. The result informs that puncturing scheme optimized for turbo code has a coding gain of about 0.1dB when the interleaver size is 320, about 0.2dB when 640, and about 0.15 dB when 5120 over the conventional scheme at a BER of 
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. The difference between LGIC and Fujitsu scheme is trivial and it can not be determined what scheme is more superior.

Figure 4, Figure 5, Figure 6 and Figure 7 show the simulation results of BER and FER performance of turbo puncturing algorithm when they are applied to the convolutional code. Turbo puncturing scheme for 1/3 convolutionally coded bits has an equivalent performance to the conventional scheme in AWGN but Fujitsu scheme has a small performance degradation of about 0.05dB at a BER of 
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 in an uncorrelated Rayleigh fading channel. In [4], the original LGIC scheme has a performance degradation of about 0.2dB in comparison with other schemes. This is because original LGIC scheme prevent a puncturing of termination bits. Modified LGIC scheme is not degraded by including the puncturing of termination bits. In the simulation results of turbo puncturing scheme for 1/2 convolutionally coded bits, the performance degradation of Fujitsu scheme is more obvious and it is about 0.1dB in AWGN and about 0.2dB in an uncorrelated Rayleigh fading channel. LGIC scheme shows an equivalent performance to the conventional puncturing algorithm in all cases.
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Figure 1. BER and FER of the puncturing schemes for1/3 turbo code in an uncorrelated Rayleigh fading channel (interleaver size = 320, P = about 0.2 (192 bits punctured))
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Figure 2. BER and FER  of the puncturing schemes for1/3 turbo code in an uncorrelated Rayleigh fading channel (interleaver size = 640, P = about 0.2 (384 bits punctured))
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Figure 3. The BER performance comparison of the puncturing schemes for1/3 turbo code in an uncorrelated Rayleigh fading channel (interleaver size =5120, P = about 0.2 (3072 bits punctured))
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Figure 4. BER and FER of the puncturing schemes for1/3 convolutional code in AWGN

(block size = 104, 8 termination bits, P = about 0.2 (62 bits punctured))


[image: image11.wmf]2.5

3.0

3.5

4.0

4.5

10

-4

10

-3

10

-2

10

-1

10

0

 BER & FER

 Fujitsu BER

 Fujitsu FER

 LGIC BER

 LGIC FER

 Conven. BER

 Conven. FER



E

b

/N

0


Figure 5. BER and FER of the puncturing schemes for 1/3 convolutional code in an uncorrelated Rayleigh fading channel (block size = 104, 8 termination bits, P = about 0.2 (62 bits punctured))
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Figure 6. BER and FER of the puncturing schemes for 1/2 convolutional code in AWGN

 (block size = 104, 8 termination bits, P = about 0.2 (41 bits punctured))
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Figure 7. BER and FER of the puncturing schemes for 1/2 convolutional code in an uncorrelated Rayleigh fading channel (block size = 104, 8 termination bits, P = about 0.2 (41 bits punctured))
5. Conclusion

In this document, the generalized puncturing alogorithm applicable to turbo and convolutional code is presented and compared with Fujitsu scheme by the simulation in the environment of AWGN and uncorrelated Rayleigh fading channel. The results show that both schemes have an equal BER and FER performance and achieve some gains over the conventional scheme when they are used for turbo code. However Fujitsu scheme has a small degradation of performance in case of the application to the convolutional code while LGIC alternative puncturing scheme does not suffer from any evident degradation of performance in comparison with the conventional puncturing algorithm. LGIC scheme provides the uniformity over all code symbols which is equivalently optimal in case of 1/3 convolutional code and a suboptimal designed rule for 1/2 convolutional code.

Thus, it can be concluded that LGIC puncturing algorithm is almost optimal in both channel coding method and a good candidate for common downlink puncturing algorithm.
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