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Abstract

In this report we compare the current 3GPP scheme with the Nortel Cyclic Hierarchical Sequence based scheme.  We present performance and complexity comparisons of the two schemes. In this report we present link-level simulations of all three stages of acquisition taken together, according to conditions listed in TSGR1#4(99)257 [2]. On the basis of these simulations we show that the 3GPP and the Cyclic Hierarchical Sequence (CHS) schemes have similar performance, whereas the CHS scheme, depending on the number of scrambling code groups being searched, has a factor of 10-20 higher computational complexity in Stage 2 compared to the 3GPP scheme. Furthermore, the 3GPP scheme allows for a very large number of code groups with relatively low complexity; this can be used to drastically reduce the overall computation complexity for acquisition [3].
Nortel & 3GPP Option 2

In the Cyclic Hierarchical Sequence scheme [1], an inner 16 chip sequence is used, one for each code group.  Sixteen 256 chip sequences are formed by concatenating 16 copies of this inner sequence, and modulating each copy with a cyclic shift of the same inner sequence [1].  This sequence of 16 codes are used as SSC’s for encoding a scrambling code group. For N scrambling code groups, N inner sequences are used to generate N code words.

Option 2 (proposed in [1] for CHS) can be viewed simply as a power allocation between PSC and SSC, where all available SCH power is allocated to PSC and SSC in alternate slots. Note that the same power allocation may also be employed for the 3GPP scheme.  Henceforth we use the following terminology for both 3GPP and CHS:

Option 1: Power allocation of 0.5 for PSC and 0.5 for SSC on all slots

Option 2: PSC and SSC appear with a power allocation of 1.0 on alternate slots, e.g. PSC power allocation could be [1 0 1 0 …] while SSC power allocation is [0 1 0 1 …].

CHS Option-2 (or Nortel-2) uses Option 2 power allocation; we can similarly have 3GPP Option 2 that uses the same power allocation.

For Option 2, the receiver performs Stage 1 of search as before, picking one peak out of 2560 possible positions.  Note that in Stage 1 the receiver accumulates noise every alternate slot, and the position determined has an ambiguity of 1 time slot (at the end of Stage 1 we still do not know whether PSC occurs in even slots or odd slots). In Stage 2, the receiver tests all 16 cyclic shifts of each of N code words, and picks out the best candidate. This determines the code group as well as the slot timing.  The code words used for Option 2 are the usual code words, but with zeros in alternate positions. Since all 16 cyclic shifts are tested, the ambiguity of where the zeros should be located disappears.

In this report we compare the following four cases for link-level simulations, both for an initial acquisition scenario as well as a handoff scenario that considers two base stations [2].  We present results for a Vehicular B model.

Case 1: 3GPP scheme with Option 1 power allocation and coherent Stage 2

Case 2: 3GPP scheme with Option 1 power allocation and non-coherent Stage 2

Case 3: 3GPP scheme with Option 2 power allocation and non-coherent Stage 2

Case 4: Nortel-2 : CHS scheme with Option 2 power allocation and non-coherent Stage 2

The effect of correlations between SSC’s and between SSC and PSC is taken into account.  The older Seimens PSC is used [4], but same results were observed for the Golay sequence based PSC and SSC [5].

Complexity

Since the CHS Option 2 uses an alphabet of size 8*N for N code groups, whereas the 3GPP scheme uses an alphabet size of 17 to encode up to 272 groups, there is a factor of 30 difference in the Stage 2 complexity.

CHS Option 2 : 32 groups*(16*15 + 8*15)*16*2 real adds for SSC correlation + 256*16 for absolute value calculation + 512*7 real adds per frame for code matching = 376320 real ops/frame

3GPP Option 2: (256 + 32*5)*16*2 real adds for SSC correlation + 17*16 for absolute value calculation + 256*15 real adds  = 17168 real adds per frame.  

3GPP Option 1 with coherent Stage 2 requires an additional 272 complex multiplies and 256*15 real adds per frame = 23728 operations per frame (assuming 10 ops per complex multiply).

Stage 1 computation (16x16 hierarchical PSC), resolution of n samples/chip

= 2560*32*n*16*2 real adds for correlation + 2560*n for absolute + 2560*n adds for energy accumulation  

= 2626560*n real adds per frame

Stage 1 computation (length 256 Golay), resolution of n samples/chip




= 2560*16*n*16*2 for correlation + 2560*n for absolute + 2560*n adds





= 2560*16*n = 1315840*n real adds per frame

The table below summarizes the complexity numbers.  As can be seen, the Hierarchical SSC scheme has a factor of 10 higher complexity and the complexity compared to Stage 1 is not negligible.


CHS Option 2
3GPP 

(Option 2)
3GPP

(Option 1 coherent)

Number of ops per frame
376320
17168
23728

% of Stage 1 complexity (Hierarchical PSC)

                                                      
n=1


14%
0.65%
0.9%


n=2
7%
0.3%
 0.5%

% of Stage 1 complexity (Golay PSC)
n=1
28%
1.4%
1.8%


n=2
14%
0.7%
0.9%

Table 1. Complexity for searching 32 groups

Initial Acquisition

Parameters for all cases:

Percentage of base station power allocated to SCH = 10% 

Number of code groups searched = 10

Averaging for Stage 1 = 5ms, with decision variables reset after 20ms

Averaging for Stage 2 = 10ms

Averaging for Stage 3 = 5 ms   (although ideal Stage 3 is assumed)
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Figure 1. Initial acquisition (60 Km/hr), Vehicular B model

Handoff scenario 

Parameters for all cases: 

Percentage of base station power allocated to SCH = 10% 

Number of code groups searched = 10

Averaging for Stage 1 = 10ms, with decision variables reset after 50ms

Averaging for Stage 2 = 20ms

Averaging for Stage 3 = 10ms   (although ideal Stage 3 is assumed)
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Figure 2. Handoff scenario, Pa/Pb = 3dB, 3 Km/hr, Vehicular B model
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Figure 3. Handoff scenario, Pa/Pb = 3dB, 60 Km/hr, Vehicular B model

Discussion

The main difference between the Nortel CHS method and the 3GPP method are the length 16 code words used for encoding the groups.  The CHS method utilizes a large alphabet size (256 for CHS Option 2) to encode groups, and achieves a minimum distance of 16 between code words. The 3GPP scheme on the other hand utilizes a (16, 3) Reed Solomon code to encode a large number of groups (289) using a small alphabet of size 17.  The RS code words have a minimum distance of 14.  The tradeoff is therefore the higher complexity of the CHS scheme compared to 3GPP, due to its large alphabet size, versus the larger minimum distance of the CHS scheme compared to 3GPP.  Option 1 and Option 2 power allocations can be applied to both schemes, and so do not form the basis for one to one comparison.

We have found that even with ideal SSC’s, the effect of increasing the minimum distance from 14 to 16 has a minimal effect on acquisition performance (0.2 dB or less).  In reality, however, the 256 short codes used in the CHS scheme are not orthogonal,  either amongst themselves or with the PSC. This appears to worsen the performance of the CHS scheme, as seen in the figures and as discussed below.

As can be seen from Figure 1-3, 3GPP Option 1 with coherent Stage 2 performs the best.  However, if we go to a non-coherent Stage 2, the loss in performance is not very significant.  It is therefore possible to fall back to non-coherent processing if needed.  If non-coherent processing is used exclusively, then clearly Option 2 power  allocation is superior to Option 1. 

In all cases, CHS Option 2 is comparable to 3GPP Option 1 with coherent Stage 2, and 3GPP Option 2. At low SNR’s, CHS Option 2 is in fact worse than the other cases.  The only case where CHS Option 2 is superior is when compared to 3GPP Option 1 with non-coherent Stage 2.  This is more because of the PSC/SSC power allocation than the larger minimum distance of  Nortel-2 code words.

Conclusion

On the basis of link-level simulations we conclude that:

1) The CHS scheme offers no performance advantage over the 3GPP method.

2) The 3GPP scheme has the advantage of offering both coherent and non-coherent processing options.  We have shown results using only one PSC symbol for channel estimation; we will get even better target cell search performance if channel estimates using more than one PSC symbol are used in Stage 2 (See Appendix A). Since the gains obtained through coherent Stage 2 are substantial, the option of doing coherent Stage 2 should not be excluded. 

Employing coherent Stage 2 for the CHS scheme is not feasible because it involves 16x more complex multiplications compared to 3GPP.

3) For the existing 32 groups, the CHS scheme has a 20 times higher Stage 2 complexity compared to 3GPP.

It is possible to increase the number of scrambling code groups to as many as 256, with only 2 scrambling codes per group.  This approach has been shown to drastically reduce overall acquisition complexity (all three stages taken together) with very small performance loss compared to the 32 group case [3].  Such an approach is not feasible with the CHS method.
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Appendix A

The simulations in the previous sections assumed channel estimation using a single PSC symbol for coherent detection during Stage 2.  In this section we show coherent Stage 2 performance improvement (for 3GPP Option 1) when using channel estimates from more than one PSC symbol.  Such channel estimation is feasible during handoffs when frequency errors are small.  Figure 4 shows performance of Stage 2 taken alone, for single path fading at 3Km/hr. We observe 1.5-2dB improvement in performance when using three or five SCH symbols for channel estimation.  The weights used for channel estimation were [0.6 0.8 1 0.8 0.6].
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Figure 4. Coherent Stage 2 performance using improved channel estimation (Single path, 3Km/hr)
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