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Introduction

In the implementation of a Viterbi decoder, two methods are used in the integrated components presently on the market. These are called the “trace back” method and the “register exchange” method.

The trace-back method makes use of a standard RAM for the storage of the path metrics. The writing of the decisions into the memory and the trace-back of the optimum path can be done simultaneously. In a common way, this trace-back operation consists of the re-reading, one by one, of the decisions stored in the memory, in the direction opposite that in which they were memorized, so as to trace the optimum path back through the diagram of the trellis.

The second method of register exchange enables operation at higher speed than the trace-back, but at the price of far greater complexity and hence of a far greater surface area of silicon. This method uses a shift register for each possible state of the coding; the shift register contains all the information on the path leading to a state, so there is no need to carry out a trace-back on the trellis. The decoding information is obtained directly, which makes it possible to achieve higher rates.

The different registers are interconnected in accordance with the trellis associated to the chosen code. For each new metric computed, the registers are interchanged, as a function of the result of the computation and of the trellis and the oldest symbols for each of the registers are delivered to the output. Each register should have a length equal to the memory of the paths, or decision length.

In the following only the trace-back case will be considered, as it seems the only reasonable solution for the case of low rate applications.

This complexity study refers to a constraint length K=9 (256 states) rate 1/3 convolutional code; the system must support variable block size and data rate, according to the following table:

data rate (kbits/s)
4
4
8
16
32

block size
40
80
80
160
320

Moreover, the coding system can generate a 1/2 data rate, by properly puncturing the generated bit stream.

For comparison purposes, the same methodology described in [1] will be used for the cost and power dissipation evaluation of the Viterbi decoder.

Viterbi decoder architecture

An area-efficient solution is proposed for the architecture of the Viterbi decoder: the largest data required  (32 kbit/s) is exploited with the aim of minimizing the amount of hardware resources and implementing a serial computational structure. 

The general architecture of a trace-back Viterbi decoder is shown in Figure 1; it includes three main blocks: 

1. the Branch Metric Unit, which computes the 8 branch metrics from the 3 received soft inputs,

2. the Path Metric Unit, which updates the 256 path metrics and generates the decision bits,

3. the Trace Back Unit, which selects the best backward path through the trellis and outputs the decoded bits.
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Figure 1: General Viterbi decoder architecture

The main assumptions in the architectural study are:

1. highest supported data rate, R=32 kbit/s

2. trellis decision length  (sliding window size) L=64

3. quantization of the soft inputs: Ns=4 (3 soft bits, plus 1 hard bit)

4. Nb=6 bits for the branch metrics,

5. Np=11 bits for the path metrics

6. 0.5 micron CMOS technology

The value of Np has been selected through the following equation




where 

 is the maximum value assumed by branch metrics represented on 6 bits and 

 is the maximum difference between two path metrics, given by




This choice of Np guarantees that all path metrics comparisons performed in the PMU are correct independently of the occurred overflows, so that no normalization is required at each updating step [2].

TBU cost evaluation

The trace back approach for Viterbi decoding implies that the optimum trellis sequence is selected from the accumulated path metrics. To this purpose 256 different paths must be stored in a memory for at least L trellis steps, where L is the decision length; after the best path has been selected among the stored ones, a decoding decision can be taken continuing to follow the trellis paths in the backward direction. To increase the decoding rate, at least L decoding steps are usually performed, and this implies that 2L trellis steps must have been stored. On the contrary, for a low-rate reduced-area application, it is preferable to limit the size of the memory to just L steps and to decode a single bit at the end of a L step long trace back. This solution requires a L row, 256 bit RAM; for each decoded output bit, L read accesses and one write access are performed for trace back and forward updating respectively; as a consequence a bound can be obtained for the RAM access frequency

:




The capacity of the memory is 16 k bits, corresponding to 2.73 squared mm, with a 0.5 micron RAM generator.

Additional logic is required for the TBU:

1. two 8 bit counters for addressing the RAM in a circular buffer fashion

2. a 256 bit decision register for storing a word read from the trace back memory

3. a 256 to 1 multiplexer to select the proper bit decision from the decision register

4. a 8 bit shift register to contain the mux selection code

The required amount of gates for the previous logic blocks can be estimated as:

logic block
gates

2 counters
112

decision register
512

multiplexer
762

shift register
16

The total number of gates is 1402, corresponding to 0.14 mm2.

PMU cost evaluation

The code has 256 states and it is therefore prohibitive to adopt a parallel solution for the path metric updating; considering the low involved values of the data rate, the allocation of a single ACS (Add Compare Select) unit to be shared sequentially among the states seems feasible. The structure of the ACS unit, shown in Figure 2, makes use of the following components:

logic block
gates

2 Np bit adders
110

1 Np bit comp.
55

1 Np bit multiplexer
33

3 Np bit register
66
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Figure 2: ACS unit

The total number of gates is 776 and the area 77600 square micron.

Input and output path metrics must be stored in separated memory locations, as the updating algorithm does not allow simple access policies compatible with some memory sharing. Each of the two memories must have a capacity of 256 Np = 2816 bits; as two independent memories have a cost higher than a single double size memory, we evaluate the case of a PMU with a unique RAM for the path metric storage. This RAM has a capacity of 5632 bits and needs an area of 2.3 mm2.

Let us consider now the speed requirements of the PMU. For each trellis step, 256 new path metrics must be evaluated, and each state updating needs 2 RAM read (for the two antecedent states), one ACS evaluation and 1 RAM write (for storing the new path metric): as these four operations must be performed sequentially, the PMU working frequency can be estimated as




BMU cost evaluation

In the BMU, 3 direct and inverted soft inputs must be added to give 8 branch metrics; the involved logic blocks are:

logic block
gates

3 Ns bit soft in registers
24

1 shared Nb bit adder
36

1 temp. Nb bit register
12

8 Nb bit branch metric registers
96

The total number of gates is 168 and the area 16800 squared micron (negligible).

Power dissipation

The same methodology described in [1] has been adopted for the evaluation of the power dissipation, so permitting coherent comparisons between Viterbi and turbo decoders. The consumption of logic blocks has been estimated as

Pd = Ngate * R0 * DRR * Cl * Vdd * Vdd * f

where Ngate is the total number of gates in the block, R0 is the gate activity ratio (fixed to 0.5 in this case), Cl is the average load capacitance for a gate (200 fF for a 0.5 micron technology) Vdd is the power supply voltage (3.3 V), f is the clock frequency and DRR is the data rate ratio, which is R/32 for the TBU logic and 0.25 R/32 for the PMU logic (R in kbit/s).

A similar expression is used for the evaluation of the RAM power dissipation:

Pd = Nbit * DRR * Enrw * f 

Nbit is the Ram capacity expressed in bits, Enrw is the energy for a bit read/write memory operation, f is the clock frequency and DRR is the data rate ratio, equal to R/32 for the TBU RAM and 0.75 R/32 for the PMU RAM.

The obtained power dissipation figures for the case of rate 16 kbit/s are summarized in the following table; for lower rates, the power dissipation scales proportionally.

Table 1: Power consumption for the 256-state Viterbi decoder

unit
gates or capacity
frequency (MHz)
data rate ratio
 power (mW) 

tbu ram
16384
1.04
1
5.88

tbu logic
1400
1.04
1
 1.585 

pmu ram
5632
16.5
0,75
24.045

pmu logic
776
16.5
0,25
3.485

total



35 

The large total power consumption is a consequence of the chosen highly sequential implementation architecture, aimed at minimising the area, which requires very high operating frequencies for the memories. Other solutions with a higher degree of parallelism coould  be considered to yield different trade-offs between area and power consumption.

Summary of cost and power dissipation for the 256-state Viterbi decoder

The cost of the BMU is negligible with respect to the other decoder parts and it will not be considered in the final evaluation; no input buffers are required, as the soft inputs are taken at a regular rate. The following table summarize the decoder cost.

Table 2: Area and power dissipation of the 256-state Viterbi decoder (Data rate 16 kbit/s).

unit
memory bits
gates
Frequency (MHz)
data rate ratio
power
area (mm2)

total TBU
16384
1400



2.87

TBU RAM
1634

1.04
1
5.88
2.73

TBU logic

1400
1.04
1
 1.585 
0.14

total PMU
5632
776



0.94

PMU RAM
5632

16.5
0.75
24.045
0.86

PMU logic

776
16.5
0.25
3.485
0.08

total VITERBI
22016
2176


35 
3.81

Comparison with 4 SCCC

In  [2], we analyzed the implementation complexity of the 4-state SCCC based on a particular, efficient architecture. In Table 3 we report the results, in terms of silicon area and power consumption, obtained in [2] for the 4–state SCCC together with those concerning the 256-state Viterbi decoder previously analysed.

Table 3: Comparison of 256-state Viterbi decoder and 4-SCCC iterative decoder with 10 iterations. The reference data rate is 16 kbit/sec.


Power

(mW)
area (mm2)

256 Viterbi decoder
35
3.81

4-state SCCC 10 iterations
7.05
3.60

Conclusions

· From the results reported in Table3, we see that the implementation of the 4-state SCCC requires slightly less area than the 256-state Viterbi decoder. In terms of power consumption, performing ten iterations of the iterative decoding algorithm with 4SCCC requires one fifth of the power consumption required by the Viterbi decoder. If one uses a suitable rule to stop the iterations (like a CRC), this power saving would be even larger. 

· If different architectures for the Viterbi decoder were to be chosen, in order to reduce the power consumption at the expenses of increasing the area, the comparison would still be in favour of the 4SCCC, as such a solution would simply shift the gain balance from the power consumption to the area, without changing the hierarchy.
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