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Abstract

We propose a new hierarchical correlation sequence to be used for the primary synchronisation channel (psc). The new code has the same structure as described in [2] and has identical advantages as regards to complexity during the 1st step of cell search. Instead of choosing both constituent sequences to be identical, we optimised the two sequences independent of each other with regard to the probability of incorrect slot synchronisation in presence of frequency error. We show, that there is virtually no difference in slot synchronisation performance for the proposed code and the code described in [1] in the presence of no frequency error. Even the performance degradation in comparison with a hypothetical psc-code with ideal (-autocorrelation performance (later called ideal psc-code, note that such a code does not exist) is negligible. For higher frequency error (10 kHz) our simulations have shown that the proposed code is significantly better than the one used in  [2]. In our simulations, we achieve a gain of more than 1 dB in the presence of a frequency error of 10 kHz. This means the primary synchronisation can be done faster and more reliable even for extreme cases of frequency error, typically corresponding to extreme environmental conditions, by using the new code.

Introduction

For the 1st step of cell search procedure the working assumption is to use a hierarchical correlation sequence for the psc-code [2]. The code is generated by two constituent sequences, which were chosen to be identical and to be one of the length 16 Lindner sequences according to: 
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and

X1=X2=<+1,+1,-1,-1,-1,-1,+1,-1,+1,+1,-1,+1,+1,+1,-1,+1>.
(2)

Note that in this representation the elements of the binary sequences are {-1,+1}. In [2] the sequences are described equivalently with elements {+1,0} by mapping  +1 to 0 and –1 to +1. Then the multiplication for example in equation (1) has to be changed against exclusive or operation to achieve equivalent results.

Now we propose to use the following two different constituent sequences:

X1=<+1,+1,-1,-1,+1,-1,+1,-1,-1,-1,-1,-1,+1,+1,+1,-1> and
(3)

X2=<+1,+1,-1,-1,-1,-1,+1,-1,+1,+1,-1,+1,+1,+1,-1,+1>
(4)
instead of using the two identical constituent sequences. We name the code obtained from the working assumption Sold and the new one Snew for the rest of this paper. Both offer the same advantages due to a very efficient calculation of correlation sum. But the new code has better properties in presence of frequency error. Therefore it is better suited for initial acquisition, where a frequency difference between the base station and the user equipment is caused by the absolute frequency accuracy of  the oscillator, in particular due to extreme (temperature) conditions and the usage of low cost oscillators. The benefits of this proposal are as follows:

· all benefits of the hierarchical sequences are maintained

· there is only a minor change in one of the sequences, X1 
· in presence of a higher frequency error the slot synchronisation performance is significantly better

· the 1st  step of initial cell search can be executed faster with the same probability of incorrect slot synchronisation by using the proposed code under high frequency errors

· there is no noticeable difference in slot synchronisation performance between the new choice in comparison to the old selection and even to an ideal psc-code for no frequency error, even though the latter should be slightly better in theory


Background

As described in [2] a Lindner sequence [3] of length 16 was selected for the generation of Sold because of their known good autocorrelation properties. The autocorrelation properties of a sequence S in presence of a frequency error 
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This function (known as ambiguity function) depends strongly on the properties of the two constituent sequences  and on the influence of the frequency error. As presented in [1] the hierarchical sequences have side correlation peaks unequal to zero. In presence of a frequency error the side correlation peaks compete with the autocorrelation peak because of  the degradation of  the latter proportional to
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The objective is to search for a hierarchical sequence with good synchronisation properties for both low and high frequency errors. This was done by an extensive computer search. The properties of all possible sequences S built with hierarchical structure were investigated under different frequency error with regard to minimum peak side correlation and minimum effective value of side correlation.

Ideal PSC-Code 

The best correlation sequence would be a sequence without any autocorrelation sidelobes which we call Sopt. Unfortunately such a sequence does not exist. However, we have simulated its performance as an ideal reference. It is possible to simulate such a sequence by screening out all signal components coming from the sidelobes, considering only the noise contribution there. As long as the performance of a real sequence does not show significantly worse results than this ideal sequence, we know that in practice the real sequence is a very good choice.

Searching Good Sequences

The following reasoning was applied to find optimum correlation sequences. The interesting range of the frequency error during initial acquisition seems to be  ( 10 kHz or ( 5ppm. This should be enough even in extraordinary situations like in a very hot or cold environment. 
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Figure 1:  Output signal versus frequency and time, hierarchical Code Sold
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Figure 2: Output signal versus frequency and time, hierarchical Code Snew

The autocorrelation peak is very small or practically zero in presence of an error of about 16 kHz (equation (6)) whereas an error of  10 kHz leads to a degradation of  about 6 dB which may be tolerable for extreme conditions. The influence of this degradation can be compensated by averaging as long as side correlation values are small enough compared to the central correlation peak. 

With an exhaustive computer search all sequences with low maximum side correlation and low effective value of side correlation in a frequency range of  up to 10 kHz were examined. Among those candidates, a sequence with best properties for no frequency error has been selected. Figure 1 shows the simulation output signal using the sequence Sold and figure 2 shows the simulation output signal using our new proposal Snew assuming no additional noise and a channel transmission characteristic to be unity. The simulation output signal is obtained  from the real part and the imaginary part of the signal after the psc single matched filter device (or similar device) by computing the squared absolute value of the complex output signal.  As can be easily seen the plot of the new sequence has low side correlation values in the whole frequency range of  ( 10 kHz. The degradation of the side peaks is relative flat in figure 1 whereas the side peaks in figure 2 rise up strongly with increasing frequency error. Suppose for example a frequency error of 10 kHz. The ratio between main peak and maximum side correlation is 2.3 dB for Sold versus 8.2 dB for our new code Snew. The variance of maximum side correlation of  Snew is obviously smaller than that one of  Sold. This explains the good properties of Snew in presence of frequency error. The side correlation for no frequency error of Snew is about 3.1 dB higher than the side correlation of  Sold. But the influence on slot  synchronisation compared to the ideal psc-code is negligible in presence of  noise as will be the case in practise. This will be theoretically examined and numerically verified in chapter “Analytical results”. The fact, that the synchronisation performance at low frequency error is rather insensitive to the sidelobes can be explained as all the side correlation values are much smaller than the central correlation peak and in particular smaller than typical noise peaks. In this case the detection probability mainly depends on the noise peaks and should therefore not differ significantly for the two codes.

The assumption, that side correlation values are much smaller than the central correlation peak is not true under condition of a frequency error of for example 10 kHz as plotted in figure 1 because the central peak degrades. Snew has lower sidelobes in this area and therefore has better synchronisation properties. This will be verified by simulations. A short summary of code properties is given in table 1. It compares the hierarchical code Sold and the proposed hierarchical code Snew. The difference in maximum side correlation of Snew between 0 kHz and 10 kHz is only 6.6 dB. This is in combination with figure 2 and the low maximum and average side correlation an indication for the good properties of the code in the whole interesting frequency range between 0 and 10 kHz.

Criterion
Hierarchical code Sold
Hierarchical code Snew

Frequency error [kHz]
0.0
10.0
0.0
10.0

Maximum auto correlation
1.0
0.47
1.0
0.47

Maximum side correlation [dB]
-17.5
-2.4
-14.8
-8.2

Average side correlation [dB]
-36.1
-26.5
-34.0
-26.8

Table 1: Comparison of  the different discussed codes

Simulation results under frequency error

We have investigated the slot synchronisation step on a 3 km/h one ray Rayleigh fading channel for different chip to noise ratios (CNR) and a number of frequency errors with different codes (figure 3).  

We have results for using 24 slots averaging. Together with the psc a secondary synchronisation channel  is transmitted randomly chosen to be one of 32 symbols as described in [5].The plot shows, that there is no significant difference between the ideal code and the two hierarchical codes for no frequency error or 5 kHz frequency error. But in presence of a frequency error of 10 kHz the old hierarchical code is more than 1 dB worse than the new proposed code Snew. There is no noticeable difference between our new proposed code Snew and the ideal code in synchronisation performance. The curves Snew at 0 kHz, 5 kHz and 10 kHz are almost indistinguishable from the curves Sopt of the ideal code, suggesting the new code is practically optimal.
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Figure 3: Probability of  incorrect slot synchronisation 

Analytical results

Because simulation time increases prohibitively in the area of low synchronisation error rates and because of the negligible differences of the examined codes in this range we made some theoretical investigations. Suppose, that the psc-code is transmitted over an AWGN-Channel (additive white Gaussian noise). To acquire slot synchronisation a single matched filter (or a similar device) matched to the primary synchronisation code cp (e.g. Sold,Snew) is used. The probability density function of the output signal envelope r (r(0) obtained from the real part xr and the imaginary part xi of the signal after the matched filter device according to 
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where xi and xr are statistically independent Gaussian random variables with combined variance (c and means mr, mi. The parameter 
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 of the distribution (7) describes the mean value of the complex output signal. In general equation (7) is the probability density function of a Ricean-distributed random variable and in our case it characterises the statistics of the envelope of a signal corrupted by additive white Gaussian noise [4]. Figure 4 shows a diagram of a synchronisation chain as model for our considerations. The variance (c of (7) describes the additive Gaussian noise of xr and  xi at the matched filter output. For simplification and because of  the autocorrelation properties of the matched filter we assume the noise component of the samples at the output of the matched filter to be statistically independent.
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Figure 4: Diagram of primary synchronisation chain (AWGN-Channel)

With the aid of equation (7), 
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and the autocorrelation properties of the transmitted primary synchronisation code given by 
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the probability of incorrect slot synchronisation is obtained as
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Using the autocorrelation of the ideal psc-code 
[image: image15.wmf]1

)

0

(

=

F

and 
[image: image16.wmf]0

)

255

..

1

(

=

F

we get


[image: image17.wmf]dR

dx

e

r

R

I

e

R

t

r

R

×

ú

ú

ú

û

ù

ê

ê

ê

ë

é

ú

ú

û

ù

ê

ê

ë

é

×

×

×

×

×

×

×

-

ò

ò

¥

-

-

+

0

2559

0

2

2

0

1

2

2

2

2

2

2

)

2

(

2

1

s

s

s

s

s

.
(9)

The relation between the CNR (chip to noise ratio) at the AWGN-Channel output and ( is
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The integral (8) has no analytic solution, but can be solved numerically.  Figure 5 shows the probability of incorrect slot synchronisation as obtained by equation (8) solved for the code Sold and Snew and the solution for the ideal psc-code (9). It can be seen, that there is virtually no difference in slot synchronisation performance for the proposed code, the hierarchical code Sold and even the ideal psc-code in presence of no frequency error. 
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Figure 5: Probability of incorrect slot synchronisation – AWGN-Channel (no averaging)

Conclusion

We have shown that the introduction of the new synchronisation code as described above has the following properties:

· all beneficial properties of the hierarchical sequences are maintained, in particular the low computational complexity

· only a change of 6 bits of the X1 sequence is required

· significantly better synchronisation performance at frequency error of 10 kHz is achieved

· no penalty for no or medium frequency error is observed

We therefore propose to incorporate this change in order to allow higher frequency errors and enable a faster acquisition in those cases.

Text Proposal for S01.13

We propose, that the constituent sequence X1 = < +1,+1,-1,-1,-1,-1,+1,-1,+1,+1,-1,+1,+1,+1,-1,1 > 
is  replaced by 

 X1= < +1,+1,-1,-1,+1,-1,+1,-1,-1,-1,-1,-1,+1,+1,+1,-1 >

The following changes are proposed in S01.13:

7.2.3.1 Code Generation

The Primary and Secondary code words, Cp and {C1,…,C17} are constructed as the position wise addition modulo 2 of a Hadamard sequence and a fixed so called hierarchical sequence. The [Primary SCH] [1st search code] is furthermore chosen to have good aperiodic auto correlation properties.

< Editor’s note: There is a choice on the terminology. Also, the text in the 2nd [ ] needs to be verified>
The hierarchical sequence y sequence is constructed from two constituent sequences x1 and x2 of length n1 and n2 respectively using the following formula:

y(i) = x2(i mod n2) + x1(i div n2) modulo 2, i = 0 ... (n1* n2) - 1

The constituent sequences x1 and x2 are chosen to be identical and to be the following length 16 (i.e. n1 = n2 =16) sequences:

x1 = x2 = < 0, 0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0 >

x1 = < 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1 > 

and

x2 = < 0, 0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0 >

 The Hadamard sequences are obtained as the rows in a matrix H8 constructed recursively by:
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The rows are numbered from the top starting with row 0 (the all zeros sequence).

The Hadamard sequence h depends on the chosen code number n and is denoted hn in the sequel.

[This code number is chosen from every 8th low of the matrix H8. Therefore, there are 32 possible code numbers out of which 17 are used.]
<Editor’s note: Only ARIB input specifies this code group out of which 17 codes are chosen but it has to do with fast Hadamard transformation>
Furthermore, let hn(i) and y(i) denote the i:th symbol of the sequence hn and y, respectively.

h(i) is identical to C28,i’ where i' is the bit-reversed number of the 8-bit binary representation of i.
The definition of the n:th [SCH][search] code word follows (the left most index correspond to the chip transmitted first in each slot): 

CSCH,n = < hn(0)+y(0), hn(1)+y(1), hn(2)+y(2), …,hn(255)+y(255) >,

All sums of symbols are taken modulo 2.

Before modulation and transmission these binary code words are converted to real valued sequences by the transformation ‘0’ -> ‘+1’, ‘1’ -> ‘-1’.

The [Primary SCH][1st] search ] and [Secondary SCH][2nd search] code words are defined in terms of CSCH,n and the definition of Cp and {C1,…,C17} now follows as:

Cp= CSCH, 0

and

Ci = CSCH, i , i=1,…,17

The definitions of Cp and {C1,…,C17} are such that a 32 point fast Hadamard transform can be utilised for detection.

<Editor’s note: choice has to be made between for example primary SCH code and 1st search code.>
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