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• Support AI everywhere - covering massive variety of use cases and all communication layers

• AI for 5G advanced  (Designing AI to enhance communication systems)  

• 5G advanced for AI (Designing communication systems for better support of AI based service)

AI is expected to be the core functionality with standard support in 5G advanced networks
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AI applications in physical layer and higher layers

New SID: Study on further enhancements for data collection (RP-201304) has been approved in 

RAN#88e.  The major objective is:

– Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI 

functionality and the input/output of the component for AI enabled optimization) and identify the 

benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, 

mobility management, coverage optimization, etc.

In addition, strong interests have been observed in AI applications on physical layer or air interface.  

We see the need of standardization for AI applications in both higher layer and physical layer aspects.

Proposal:

- Follow-up normative work should be setup in Rel-18 considering the popular AI use cases identified in RAN3 

focusing higher layer impacts.

- Study on AI applications in physical layer can be considered to start the AI standardization work on PHY for 5G 

Advanced.
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Potential Benefits of AI standardization in PHY aspects

• AI algorithms are used in the current networks  

– However, limited applications in PHY due to complexity and lack of coordination between gNB and UE

• Enhancements (e.g. by providing assisted information) can be beneficial to achieve faster/more 

accurate learning. 

• gNB and UE can collaborate on training and execution to reduce complexity. 

• Machine learning used in physical layer has been drawn a lot of interest in recent research.

• The potential benefits are, e.g. : 

– Acquiring more accurate channel information with less CSI feedback overhead  

– RS overhead can be reduced for CSI acquisition/beam management or demodulation 

– Reduce control signalling overhead

– More accuracy for positioning

• These potential benefits translate to better system performance e.g. in terms of throughput and 

reliability
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Generic model of AI and its standardization impacts

Change on feedback/UL signal 
from UE helps AI training for 
better prediction at gNB, to 
achieve better performance or 
lower UL overhead

AI outcome from gNB is 
signaled to UE for better 
operation (signaling for 
prediction)

UE execute based on training 
result from gNB and local input. 
Or split inference is performed 
at UE and gNB

Report from UE based on AI 
model output or AI capability at 
UE. This may also involve change 
on DL signal due to the AI 
capability at UE

Categorization on potential standardization impacts:

Identified use cases
 Beam management/predictable 

mobility 
 CSI acquisition/link adaptation
 Positioning
 Reference signals
 …
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 AI model: Action for now(t0) or prediction for future(t1,t2...) for one UE is deduced based on measurement/event 

from related UEs jointly by taking their history(t-1,t-2...) and position stamp (p+m) into account.   e.g. 

scheduling/beam tracking at gNB

 UE may predict future event/measurement (t1) by running AI algorithm based on measurements in the past (t-

1,t-2).  Predicted result is fed back to gNB e.g. mobility/beam prediction at UE

AI for Mobility and Beam Management

AI

UE1(Meas(t+n,p+m), n<=1,m>=0) UE1[Action(t+n,n>=0)]

UE2(Meas(t+n,p+m), n<=1,m>=0)

UEk(Meas(t+n,p+m), n<=1,m>=0)

UE2[Action(t+n,n>=0)]

UEk[Action(t+n,n>=0)]

t+1,p+1
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 Beam dwelling time depends on multiple factors including UE speed, distance between gNB and UE and beam-width of the beams.

 It can be observed that the beam dwelling time can be as small as 7ms.  With the current beam management procedure including 

beam reporting, beam group activation and beam indication, it is hard to meet this beam update requirement. To make sure narrow 

beams can be used for better coverage and performance in high speed scenarios,  it is beneficial to use AI on beam prediction

together with trajectory prediction for mobility.  

 Potential standardization impacts include enhancements on beam reporting, beam activation and beam indication.  



UE trajectory 

gNB

Effective coverage

Effective coverage depending on 
beam-width, distance and speed

Predictable Mobility for Beam Management
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 When mobility is predictable, beam management can be also predictable.

 With predictable beam management based approach, it can be observed 

that significant performance gain is obtained due to RS overhead 

reduction and/or narrow beams.   

 Details can be found in RWS-210481.

Predictable Mobility for Beam Management

HST trajectory with RRHs

Drrh_track = 5m

RRH-1

RRH-2

RRH-3

RRH-8

RRH-5

RRH-9

RRH-6

RRH-7

RRH-10

R=5500m

α=11.5°

dtrack = 6m

200m

UE

20° RRH-4

P M

N

30m
0.082m

DNN based predictable method

Beam prediction approach

Beam pattern dict.
Beam location

Beam transition 

speed

Predictable beam 

pattern for a period, 

e.g., 1sDeep neural network (DNN) 

for estimating parameters for 

depicting UE trajectory
Map ID

@ Given time point

Time #0: [ToA, beam ID, RRH ID];

Time #1: [ToA, beam ID, RRH ID];

Time #2: [ToA, beam ID, RRH ID];

Time #3: [ToA, beam ID, RRH ID]

Exit

Scenario Traditional Predictable (non-AI) Predictable (AI)

Line 93.46% 93.6% 99.2%

Curve 93.84% 94.37% 96.9%

Total 93.65% 93.99% 98.06%

Table 1 Successful beam detection ratio compared with optimal beam
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CSI compression feedback based on AI: general procedure

• AI algorithm can compress the channel coefficient vectors in both spatial and frequency domain to a 

new coefficient vector with smaller size, to optimize the system performance v.s. overhead. 

• More accurate CSI feedback can enable better MU operation for massive MIMO

• For a trained AI algorithm in UE or BS side

• At UE: Input is the original channel coefficients measured from P CSI-RS ports in M RBs, and output is a new 

coefficient vector with smaller size. The size of the new coefficient vector depends on compression ratio, 

which is the ratio between the overhead to report the original channel matrix and the overhead to report 

the compressed coefficients.

• At BS: Input is the compressed 

coefficient vector received from

UE, and output is the recovered

channel coefficients for all the 

M RBs.
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CSI compression feedback based on AI: evaluation results
• Evaluations are conducted to show the benefit of AI based approach to compress and feed back CSI.

• BS has 16 Tx antennas. UE has one Rx antenna. The bandwidth has 128 RBs with 4-RB subband size. 

• Channel model follows 38.901 system–level model. Noise power is random within an SNR range.

• Baseline is the Rel-16 eType II codebook to compress channel matrix in spatial and frequency domain.

• X axis is the number of feedback bits. Y axis is Generalized 

Cosine Similarity (GCS) between real channel 𝐯1 and gNB

recovered channel 𝐯2 where GCS 𝐯1, 𝐯2 =
|𝐯1𝐯2

H|

𝐯1 2⋅ 𝐯2 2
.

• It can be observed for a given performance level, 

AI based approach shows significant overhead saving

compared with Rel-16 eType II. Similarly, for same 

number of feedback bits, large performance gain can be 

achieved. These reveal the GREAT potential of AI based

approach. 
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CSI prediction in time/frequency domain for demodulation

• Potential enhancement:  Support more flexible DMRS indication,  RS overhead reduction



© ZTE Corporation. All rights reserved
12

© ZTE Corporation. All rights reserved

12

Positioning based on AI

 15m positioning errors by traditional positioning solution 

in DH scenario with very high NLOS probability

 0.2m positioning errors by AI positioning in DH scenarios with very high 

NLOS probability and/or with 50ns synchronization errors

vs.

AI algorithmHt = [18,   256,   2 ]

UE 
position

TRPs

time samples

(Re, Im)

Input Output

LMF side

• AI can significantly improve positioning  
accuracy in scenario with low LoS probability
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Evaluation methodology
• The general principle of evaluation methodology shall follow 3GPP general framework, including system-

level or link-level based on the target use case.

• Data set is generated based on 3GPP channel model in TR38.901, but parameter randomization shall be 

taken into account in training and inference.

• System-level channel model is recommended for both SLS and LLS.

• For system-channel model, parameter randomization is still needed for training and inference 

including some large-scale parameters, like delay spread, angular spread, noise power, etc., so 

that independent parameters can be used for training and inference.

• Assumption for training procedure should be discussed or reported by companies.

• The assumption can be online training or offline training. Offline training is more recommended 

at early stage in the SI.

• Used AI model also needs to be reported by companies.

• One or a small set of reference models should be aligned among companies at least for 

calibration.
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Potential SID Proposal for AI
• Identify use cases to enhance NR air interface based on AI, including but not limited to 

the following ones [FFS: RAN or RAN1/RAN2]

– CSI feedback/prediction

– Beam management/mobility prediction

– Reference signal overhead reduction

– Positioning

– ….

• Study evaluation methodology and evaluate AI based schemes for the identified use cases 

[RAN1, RAN2]

– Note: Evaluation methodology includes evaluation assumptions, data set construction, used AI 

model, assumptions of training procedure for AI, etc.

• Study potential specification enhancements for the identified use cases [RAN1, RAN2]



Thanks


