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1. Introduction

eXtended Reality (XR) and Cloud Gaming are important media applications enabled by 5G. By the end of 2025, it is forecasted that there will be more than 300 million XR users in 5G networks. Data traffic per user per month (DOU) will increase 10-20 times [1]. The data rate of typical video today in the real network is about one to several Mbps. With the introduction of XR, the date rate will increase up to one or several Gbps. At the same time, XR requires low latency and interactive experience. The E2E latency will need to be reduced from hundreds of milliseconds to several tens of milliseconds and even down to several milliseconds. It can be seen that XR requires large data rate and low latency at the same time with real-time interaction, which is not conventional eMBB or URLLC services.  Such services can be categorized as real-time broadband communication (RTBC) services [2], which ask more capabilities/enhancements from 5G-Advanced. 
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Figure 1. Trends of XR towards 2025 and beyond [1]
In Rel-17 a study item on XR evaluations for NR [3] has already been started in RAN1 and progress has been made in RAN1 meetings [4] [5] [6]. In addition to what RAN1 has been studying, there are also extra aspects which are challenging to support XR and Cloud Gaming. In this contribution, these challenges and potential enhancements for XR and Cloud Gaming services are further discussed. 
2. Discussion
2.1 Challenges and motivations
As mentioned above, providing XR and Cloud Gaming services over 5G networks is challenging since XR and Cloud Gaming services have the following characteristics: high data rate, stringent latency requirement, and relatively high reliability requirement. For example, according to clause 6.2.4.2 in TR 26.928 [7], to provide an immersive experience, the resolution and frame rate requirements for the XR video will increase the data rate requirement up to 100Mbps ~ 1Gbps. For strong-interaction XR applications and cloud rendering, a motion-to-photon (MTP) latency (including media rendering, encoding, network delivery and decoding) of 20ms is required to meet the immersive limits, resulting about 10ms packet delay budget for RAN transmission in each direction [6] [7]. For reliability, packet error rate less than 10-3/10-4 for UL/DL transmission is required to guarantee the satisfactory quality-of-experience (QoE) [8]. 
Observation 1: XR and Cloud Gaming services have more stringent requirements in aspects including data rate, reliability, and latency.
Due to such stringent requirements, to support a user with XR services would cause more radio resources. According to the ongoing evaluation from companies in RAN1, under typical deployment scenario (e.g., Dense Urban, 100MHz bandwidth, 64T/4R antenna setting) only 5-6 XR users can be supported in one cell with 30Mbps bitrate when SU-MIMO is used; and if the bitrate of XR video increases to 45Mbps, the XR capacity further reduces to 2-6 users per cell with SU-MIMO and 5-8 users per cell with MU-MIMO. If the much larger date rate and lower latency mentioned in [7] needs to be fulfilled, the capacity will be further reduced and obviously becomes the key problem to well support services like XR and Cloud Gaming. In summary, the lower capacity is one key limitation to support XR services, which are populated rapidly.
Observation 2: XR capacity is the major bottleneck to well support XR services which become populated rapidly. 
The major reason that the capability is limited to support XR is due to the high QoS requirement for these services. For a given XR or Cloud Gaming application, there can be multiple data streams with different traffic characteristics and QoS requirements in both DL and UL, for example, I-frame and P-frame, FOV stream and omnidirectional stream, video/depth and pose/control, video stream and audio stream. These data streams actually have different priorities, some of them directly dominate the end user experience, while some of them do not. 
However in the current 5G QoS framework, the multiple data streams belonging to the same XR and Cloud Gaming service are transmitted over the same QoS flow. Consequently these data streams cannot be identified and thus the network will always treat them equally, which results in over-protection for non-important packets and potential waste of radio resources, causing low capacity. Even if the application layer may already split the important and non-important parts into different QoS flows, the 5G network has no idea whether these QoS flows have such association and will treat packets over multiple QoS flows independently. This may result in no synchronization of the packets transmission from the same source and the failure of (de)prioritizing corresponding packets. In this case the service quality cannot be guaranteed. 
Observation 3: Existing 5G QoS mechanism cannot support different QoS requirements for a certain XR service with multiple data streams, which also results in low 5G capacity. 
In addition to the above QoS limitation, the frame integrity is also one issue affecting XR experience. From network transmission perspective, each video frame in XR and Cloud Gaming services may be segmented into one or multiple packets. Generally, a video frame can only be decoded and reconstructed correctly if all its associated packets have been correctly received. The assumptions in SA4 also impose requirements in terms of frame, rather than a single packet [9] [10]. However, the correlations among the packets belonging to the same frame in XR and Cloud Gaming applications is not aware by the network. Consequently, when these correlated packets arrive at the network, the network may not be able to transmit the packets forming one frame in the required latency. On the other hand, if one or more packets associated to the frame have already been lost and there is no chance to complete the transmission in the required latency, the network may still try to send the subsequent packets as it has no idea they are associated. In short without having frame integrity, the quality of XR service cannot be guaranteed and the capacity cannot be enhanced by potential unnecessary transmission. While with the frame integrity, the system performance for XR and Cloud Gaming services can be further improved.
This aspect has somewhat been considered in XR evaluation in RAN1. For example, according to the agreements in RAN1#104b-e [6], efficient data dropping is considered in Option 2 to improve the XR performance. The non-transmitted part of an XR frame will be discarded at the transmitter if any part of the frame has lost or exceeded the frame delay budget. 
	Agreement: (RAN1#104b-e [6])

For XR/CG capacity evaluation, a packet is considered as lost when it has exceeded the PDB, such that it will be added to the PER and the data of the packet is discarded.

· It is up to company to report the details for the packet when it has exceeded the PDB, e.g.

· Option 1: The packet exceeding the delay is still delivered to the other side

· Option 2: The packet (including the non-transmitted part) is discarded at the transmitter (at the gNB for DL packets and at the UE for UL packets)

· Other options are not precluded

· Note: This is for the purpose of evaluation


Observation 4: The frame integrity is important for improving the system performance for XR and Cloud Gaming services. 
According to the above analysis, it can already been seen the characteristics of XR and Cloud Gaming has differences with eMBB services. It is well known that eMBB services usually use KPI such as peak data rate, throughput, etc. to evaluate the quality of services. However, for XR and Cloud Gaming services, it is more important to evaluate the end user experience as these interactive and immersive features are pursuing real perceptive feelings. 

In current RAN1 study the E2E user experience is considered to determine whether a UE is satisfied and a baseline KPI is agreed based on PER and PDB, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes. However, these parameters are not enough to directly reflect the user experience. Different frames may have different importance due to error propagation, and thus lead to different impacts on the user experience even if they have the same PER and PDB. For example even if with the same frame error rate, the error of important frames may result in a worse user experience than the non-important frames. 
On the other hand, the E2E user experience in XR and Cloud Gaming service are influenced by three parts: XR source part, network transmission part, and XR terminal part [11]. An example is shown in Figure 2. The current E2E metric cannot figure out which part has the problem to serve XR and Cloud Gaming well in case of bad XR quality, which adds difficulty for trouble shooting. Therefore, a new KPI that can reflect the impact of network transmission on XR service quality can be considered to meet the characteristics of XR and Cloud Gaming video. With such a new KPI for XR and Cloud Gaming service in RAN, the following benefits can be achieved, e.g.
· First, network transmission impact on user experience can be better evaluated through this new KPI.
· Second, measureable performance of XR/Cloud Gaming in operators' networks can be obtained and used for network planning and optimization.
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Figure 2. Three parts related to XR service quality

Observation 5: In addition to the baseline KPIs agreed in RAN1 Rel-17 study, an advanced metric that can reflect the user experience in XR and Cloud Gaming services can be considered.
2.2 Potential enhancements

Based on the above discussions, in this section, we provide our views on potential enhancements for XR and Cloud Gaming services: an E2E layered QoS mechanism can be considered to better handle the XR traffic with multiple data streams to improve XR capacity; an E2E frame level integrated transmission can be considered to ensure the packets transmission belonging to the same XR video frame is coordinated; a new KPI that can reflect the impact of network transmission on user experience can be defined for better evaluating of XR and Cloud Gaming services.
2.2.1 E2E layered QoS mechanism 
To accommodate the characteristic of multiple data streams in XR and Cloud Gaming services, an E2E layered QoS mechanism with multiple flows can be considered as illustrated in Figure 3 with two data streams. The data stream/flow with higher QoS requirement is referred to basic flow, while the other data stream/flow with lower QoS requirement is referred to as enhancement flow. 
In the existing mechanism, each QoS flow may be mapped to one DRB respectively but cannot identify the correlation between these two QoS flows. Some E2E mechanism can be considered, e.g. the core network can identify these two QoS flows are associated with the same XR source by interaction with the application layer, and then informs such an association to the gNB. The gNB can therefore prioritize the packets from basic flow rather than the enhanced flow which are from the same source. For the uplink transmission, it may also require the UE to indicate relevant information to the network.

[image: image3]
Figure 3. E2E layered QoS mechanism with multiple QoS flows
On the other hand, the existing mechanism also supports multiplexing multiple streams of an XR source into a single QoS flow, an E2E layered QoS mechanism can also be considered. As shown in Figure 4, some E2E mechanism to distinguish basic part and enhancement part based on enhanced QoS information is needed, which also involves the core network, gNB and UE.  
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Figure 4. E2E layered QoS mechanism with single QoS flow
Based on our initial evaluation results in Rel-17 study [12], prioritizing the transmission of the more important stream is beneficial for expanding the capacity. Under typical system evaluation, such scheme can improve the XR capacity by about 60% compared with existing mechanism. 
Proposal 1: An E2E layered QoS mechanism can be considered and specified in Rel-18 to handle multiple XR/Cloud Gaming data streams to enhance the capacity.
2.2.2 E2E frame level integrated transmission

To support frame integrity, enhancements can also be done from E2E perspective. The QoS mechanism can consider including frame level parameters, e.g. the frame error rate, frame delay budget etc. This is helpful for the network to decide whether to continue the subsequent data transmission or to discard. Coordination between source and 5G core network to identify which packets belonging to one video frame is also beneficial for satisfying XR service requirement. Such information of grouped packets can then be indicated to the RAN. RAN can benefit from this E2E frame level integrated transmission to have efficient radio resource management, e.g. efficient packet dropping. Based on our initial evaluation results in Rel-17 study [12], an advanced scheme that considering the E2E frame level integrated transmission is shown to achieve 20% performance gain compared with the existing mechanism.
Proposal 2: E2E frame level integrated transmission can be considered and specified in Rel-18 to further improve the XR/Cloud Gaming system performance.

2.2.3 XR Quality Index (XQI)

As discussed section 2.1, from the perspective of the RAN domain, it is desired to identify a KPI that can reflect the impact of network transmission on user experience in XR and Cloud Gaming services. For convenience, such a desired KPI is called XR Quality Index (XQI) in this contribution. XQI is a KPI for RAN to evaluate user experience, which can be calculated based on network parameters, such as packet loss information, packet delay information etc. Due to the fact that different XR video frames may have different importance and thus different impacts on the user experience, the packet loss and packet delay information may not be enough. Some information specific to XR can be additionally considered in XQI to reflect the user experience more accurately, e.g., the correlation between packets and the importance of the packets. To identify and define such a KPI, the following enhancements can be considered with cooperation among 3GPP working groups.
· The XR-specific information, which is useful for XR quality evaluation in RAN can be further discussed and identified via collaboration with SA4. 
· QoE management related enhancements in RAN3 or QoS mechanism related enhancements in SA2 can be considered to make the XR-specific information available at the network.

· XQI can then be calculated by network with network parameters, such as packet loss information, packet delay information, and the XR-specific information.
Proposal 3: A KPI that can reflect the impact of network transmission on user experience for XR and Cloud Gaming services can be identified in Rel-18 for better evaluating of XR transmission over NR.

· The identified KPI can be calculated with network parameters, such as packet loss information, packet delay information, and potentially with some XR-specific information.
3. Conclusions
In this contribution, the potential enhancements for XR are discussed with the following observations and proposals:

Observation 1: XR and Cloud Gaming services have more stringent requirements in aspects including data rate, reliability, and latency.
Observation 2: XR capacity is the major bottleneck to well support XR services which become populated rapidly. 
Observation 3: Existing 5G QoS mechanism cannot support different QoS requirements for a certain XR service with multiple data streams, which also results in low 5G capacity.
Observation 4: The frame integrity is important for improving the system performance for XR and Cloud Gaming services.
Observation 5: In addition to the baseline KPIs agreed in RAN1 Rel-17 study, an advanced metric that can reflect the user experience in XR and Cloud Gaming services can be considered.
Proposal 1: An E2E layered QoS mechanism can be considered and specified in Rel-18 to handle multiple XR/Cloud Gaming data streams to enhance the capacity.
Proposal 2: E2E frame level integrated transmission can be considered and specified in Rel-18 to further improve the XR/Cloud Gaming system performance.
Proposal 3: A KPI that can reflect the impact of network transmission on user experience for XR and Cloud Gaming services can be identified in Rel-18 for better evaluating of XR transmission over NR.
· The identified KPI can be calculated with network parameters, such as packet loss information, packet delay information, and potentially with some XR-specific information.
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