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1
Introduction
In this contribution we provide a short overview of different RAN re-architecture topics relevant for the next generation access discussion.
2
Discussion
User plane RAN fronthaul functional split
Even though centralized BBU (i.e. CRAN) deployments with ideal fronthaul can provide obvious benefits in terms of performance, energy efficiency, etc, it is unreasonable to assume that sufficiently high speed/low latency ideal fronthaul  is available everywhere. Hence various configurations of RAN functional split, including the CRAN, and the dual-connectivity like PDCP-RLC split over non-ideal backhaul, are supported in LTE. It is expected that the next generation access network architecture will support the  fronthaul functional split with ideal and non-ideal front/backhaul deployments. A similar view can be found in the NGMN white paper on “Next Generation Mobile Networks” [1]: “Network deployments should also be able to adapt to diversified network configurations, such as ideal/non-ideal, fixed/wireless backhaul/fronthaul, etc.”
NGMN white paper on “Next Generation Mobile Networks” [1] also suggests that: “All fronthaul interfaces need to be open to allow multi-vendor operation.”
Furthermore, the next generation radio access technology is targeted to support ultra-low latency, wide spectrum and massive MIMO, which leads to much reduced L1 processing time budget and extremely high antenna I/Q sample data rate that may become prohibitive to the deployment with ideal fronthaul. Therefore it makes sense to rethink RAN architecture so that centralized BBU deployments for high throughput next generation access become possible. This may affect not only the BBU/RRU functional split, but also the next generation radio access protocol stack design. NGMN have a related requirement as follows: “Current global fronthaul standard (between BBU and RRU) is ETSI ORI (Open Radio Equipment Interface), which builds on the Common Public Radio Interface (CPRI) specification. Routing 

using CPRI-specific transport may lead to restrictions of flexibility in wide-scale C-RAN deployment and the baseband virtualization, and also large transport bandwidth may cause restrictions in some deployments.”
Proposal 1: to design RAN architecture, protocol stack and functional split between BBU and RRU so that fronthaul transport network throughput and latency requirements are relaxed.
E2E latency

E2E latency reduction is one of the key objectives for the next generation networks. For example, NGMN have the following requirement: “The 5G system should be able to provide 10 ms E2E latency in general and 1 ms E2E latency for the use cases which require extremely low latency. Note these latency targets assume the application layer processing time is negligible to the delay introduced by transport and switching.” Access network latency reduction by itself will not be able to achieve this goal, therefore the overall next generation network and the next generation access architecture should be designed in such a way to support E2E (i.e. between the UE and the application server) low latency requirements. Extreme low latency values of 10ms and especially 1ms may be challenging, if not impossible, with the current RAN architecture and transport networks, where typical transport network delay is often about 20ms.

Proposal 2: RAN architecture design should aim to facilitate the reduction of overall transport network delays for low  E2E latency.

ETSI Mobile Edge Computing (MEC) [3] initiative may be relevant to achieve this goal. RAN may need to take MEC into account while studying solutions addressing the E2E latency requirement.
Network slicing

Network slicing is another important feature of the next generation networks, as described in the NGMN white paper [1]: “A network slice, namely “5G slice”, supports the communication service of a particular connection type with a specific way of handling the C- and U-plane for this service. To this end, a 5G slice is composed of a collection of 5G network functions and specific RAT settings that are combined together for the specific use case or business model.” While its main impacts are on the CN, it is reasonable to assume that it may also have RAN architecture impacts. 
Network slicing may or may not became a feature by itself in the next generation access design, however it is likely to have impact on overall access network design. Therefore, network slicing should be a design requirement (much like network sharing today) when defining the next generation access features.  However, SA groups are looking at this already as part of their discussion and the impact or relevance on RAN is not clear yet.
Observation 2: RAN may need to wait for SA groups to progress further on network slicing in order to determine RAN impacts.
3
Proposals
Proposal 1: to design RAN architecture, protocol stack and functional split between BBU and RRU so that fronthaul transport network throughput and latency requirements are relaxed.

Proposal 2: RAN architecture design should aim to facilitate the reduction of overall transport network delays for low  E2E latency.

Observation 2: RAN may need to wait for SA groups to progress further on network slicing in order to determine RAN impacts.
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Text Proposal

10.x
RAN architecture requirements

10.x.1
Transport network related requirements

The next generation access network architecture will support the  fronthaul functional split with ideal and non-ideal front/backhaul deployments. 
The next generation access shall support protocol stack and functional split between BBU and RRU so that fronthaul transport network throughput and latency requirements can be relaxed in supporting high throughput and ultra-low latency in the next generation radio access technology.

10.x.2
Latency related requirements

RAN architecture design should aim to facilitate the reduction of overall transport network delays to meet low E2E latency requirement. 
Editor’s note: E2E latency requirements are FFS, pending SA discussion.
10.x.3
Network slicing related requirements
The next generation access should support network slicing.
Editor’s note: RAN may need further inputs from SA in order to progress the work on network slicing.
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